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Abstract
Optimization techniques are used in watermarking algorithms to balance the trade-off
between the two mutually conflicting parameters-imperceptibility and robustness. Differ-
ential Evolution (DE) with Rotational Cross over (RCO), namely DE-RCO, is employed
in the proposed algorithm to improve the convergence of optimization. The DE-RCO pro-
vides a watermarking scheme with the highest robustness preserving the transparency. The
watermark encoding and decoding carried in the transform domain with a hybrid combi-
nation of Schur Factorization (SF) and Singular Value Decomposition (SVD). Two-fold
security provided with the Digital Signature (DS) generation and B-test. The DS is con-
cealed in the watermarked image for authentication purpose of freeing the algorithm from
the false-positive problem. When the signature passed through the insecure channel, it may
corrupt and lead to the failure of the A-test, even the correct watermark given at the extrac-
tion leading to the false-negative problem. B-test is conducted to free the algorithm from a
false negative problem. An enhanced authentication framework designed and implemented
to make the algorithm free from the false-positive and false-negative issues using DS and
the hash generated by Gaussian Hermite Moments (GHMs). The experimental results com-
pared with the related existing watermarking schemes demonstrate that the proposed scheme
exhibit strong robustness to attacks, invisible and highly secure against false-positive and
false-negative problems.

Keywords Rotation crossover · Gaussian Hermite Moments · Differential Evolution ·
Schur Factorization · Singular Value Decomposition

1 Introduction

The widespread usage of multimedia accompanied by high-speed Internet and mobile tech-
nology has introduced new problems to content owners of multimedia documents [13,
14, 34]. Digital watermarking protects the interests of content owners by concealing the

� K. Meenakshi
mkollati@gmail.com

1 Department of ECE, GRIET, Hyderabad, India

http://crossmark.crossref.org/dialog/?doi=10.1007/s11042-020-09250-5&domain=pdf
http://orcid.org/0000-0002-6831-6322
mailto: mkollati@gmail.com


Multimedia Tools and Applications

owner’s information as watermark [43]. The watermark is embedded in the host media with
a slight modification to obtain the watermarked image. The watermark must be decrypted at
the extraction side even when different attacks distort the watermarked image. Because of
these characteristics, the watermarking techniques are widely used in copyright protection,
broadcast monitoring, and multimedia anti-piracy.

In the literature, watermarking is performed in three types of domains, namely spatial,
frequency, and hybrid domains. In the spatial domain [5, 28, 29, 44], watermark is embedded
directly into the pixels of image. Examples of watermarking in pixel domain are embed-
ding of the watermark in the Least Significant Bit (LSB) plane or Three–Dimensional (3-d)
meshes [5]. The advantage of the spatial domain technique lies in simple implementation
and requires less processing time for the execution. Su et al. [44] computed approximated
Eigen Values (EVs) of Schur Factorization (SF), and later these coefficients are used to con-
ceal the RGB watermark in the color host image. The algorithm has a real-time advantage
and resistant to attacks such as rotation, 50% cropping and Salt and Pepper noise, etc. Spa-
tial domain watermarking schemes are seldom used because the watermark is erased easily
by hackers using simple cropping and rotation. On the other hand, in the transform domain
techniques, the watermark is concealed in the transform coefficients. The image in the spa-
tial domain has been transformed into a frequency domain with image transforms such
as Walsh-Hadamard transform(WHT) [11, 32], Discrete Cosine transform(DCT) [39, 40,
47], Discrete Wavelet transform (DWT) [45], Curvelet Transform [36], Contourlet Trans-
form (CT) [26], Redundant Discrete Wavelet Transform (RDWT) [49], Sequency Complex
Hadamard Transform (SCHT) [10] and Slant Transform [33, 35] etc. Transform domain
techniques have several advantages over spatial domain methods such as the user has free-
dom to select the middle frequency band for embedding the watermark to protect it from
the third party. The watermarks in the transform domain techniques are more robust to
geometrical and signal processing attacks. Further, image transforms like Radon and Dis-
crete Fourier Transform (DFT) are robust to affine transformation. Finally, the watermark
is dispersed irregularly, which makes the third party hard to erase the watermark. The dis-
advantage of this technique is, it requires more processing time when compared with spatial
domain techniques.

The efficiency of the watermarking scheme is further enhanced by combining a cascade
of image transforms called hybrid watermarking. The attributes extracted from the hybrid
domain remarkably are more stable against attacks compared to a single transform. Refer-
ence [26] proposed a hybridized watermarking technique based on Non-sub sampled CT
and SVD. The technique exploits multi-resolution and multi-directional features of CT and
the intrinsic algebraic properties of SVD to improve the robustness. Reference [7] devel-
oped a hybrid watermarking using DWT and two-level SVD. The host image is segmented
into LL, LH, HL, and HH band. They experimentally found that the watermark embedded
in the HH band is more robust to attacks. Therefore, the authors inserted a watermark in
the HH band. The false-positive and false-negative problems are resolved in work [7] by
conducting two authentication tests, namely A-test and B-test. In A-test, a Digital Signature
(DS) is generated based on eight coefficients randomly taken from DWT. The B test utilized
hash generated by SVD-SVD hashing [27] using matrix invariants of SVD.

The drawback of watermarking in pixel, transform, or hybrid domain is that the two
watermarking performance metrics imperceptibility and robustness are mutually conflicted
with each other [8]. If imperceptibility increases, the robustness of watermarking scheme
degrades and vice versa. Therefore, in recent years to optimize transparency and robustness
simultaneously watermarking techniques are combined with optimization methods such as
Fuzzy Logic [31], Genetic Algorithm (GA) [8, 41], Particle Swarm Optimization (PSO)
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[9] and Cuckoo Search (CS) algorithm [4]. The The fuzzy-based watermarking scheme may
not yield optimal results because it requires accurate and complete information about the
parameters of the watermarking scheme. GA based watermarking scheme in SVD domain
developed by [8] achieves the highest robustness against attacks preserving the transparency.
The optimization algorithm GA considers 400 generations and a population size of 150 to
obtain optimum scaling factors. The disadvantage of GA based algorithm is that it suffers
from high computational time. Further, as this scheme employed SVD in the final stage of
watermarking, it suffers from the false-positive problem. Reference [41] employed second
and third-level horizontal detail sub-band (LH2 and LH3) coefficients of DWT in the cover
image which grouped as blocks of five for watermark insertion. The coefficients grouped
in such a way that each block should contain one coefficient from the LH3 sub-band and
the remaining four coefficients from the LH2 sub-band. In each block, the first and sec-
ond minimum is identified and modified according to the watermark bit. After watermark
insertion, inverse DWT is applied to the sub-bands with modified coefficients to obtain the
watermarked image. A threshold-based decoder is designed in the algorithm for watermark
extraction. This watermarking is controlled by four scaling parameters derived from GA.
The main limitation of this work is that as the number of scaling factors reduces, the opti-
mization algorithm may only give moderate results for the chosen attacks. A watermarking
scheme using dynamic PSO is proposed by [42], for color images. The authors employed
dynamic PSO to mitigate the stagnation of local and global best pbest and gbest occurred in
classical PSO. The main advantage is that it allows the algorithm to reach the global minima
without trapping in the local minima. PSO based watermarking schemes provide optimum
results, yet they have suffered from the curse of high dimensionality. Reference [4] pro-
posed a robust watermarking in the DWT domain using a CS algorithm. The main advantage
of the CS algorithm is that it uses Levy flight as a global search strategy. The LL and
HH bands of DWT coefficients are changed with the watermark using two scaling factors
derived from these respective bands using CS. The main limitation of this work is that the
robustness is poor if the scaling factors are less. Reference [2] employed a DCT-SVD based
gray image watermarking using Differential Evolution (DE). In DE, the authors utilized
Binomial Crossover, which may not always guarantee the algorithm to reach global minima
as its convergence is unstable and traps itself to local minima. Moreover, the DE proposed
by this algorithm has limited diversity and slow convergence. A highly convergent opti-
mization using DE-RCO with a multi-angle strategy propounded by [15]. It is utilized in
the present work to mitigate the above problems. The watermark is concealed in transform
coefficients obtained with two matrix factorization techniques, namely Schur Factorization
(SF) and Singular Value Decomposition (SVD). The cost function of DE-RCO devised in
the proposed work is in such a fashion that the algorithm sustains to geometrical and signal
processing attacks. Above all, an efficient authentication framework is designed and imple-
mented to free the proposed watermarking scheme from false-positive and false-negative
problems.

The remainder of the paper is organized as follows: In Section 2, background mate-
rial, and false-positive problem in SVD described. The proposed watermark embedding and
extraction using SF-SVD with DE-RCO presented in Section 3. An authentication frame-
work is designed and incorporated in watermark embedding and extraction to withstand the
proposed scheme against false-positive and false-negative problems. In Section 4, the pro-
posed watermarking scheme is compared with other schemes in the literature in terms of
imperceptibility, robustness, capacity, security, and computational time to demonstrate the
effectiveness of the proposed scheme. Finally, conclusions presented in Section 5.
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2 Backgroundmaterial

A brief introduction of transforms SF and SVD used in the algorithm are discussed in Sec-
tions 2.1 and 2.2. The classical DE and motivation for using DE plus RCO are provided
in the following Sections 2.3 and 2.4. The false-positive problem and its rectification in
literature is presented in Section 2.5.

2.1 Schur Factorization

Schur Factorization (SF) [24] is an intermediary step in SVD decomposition. It has advan-
tages such as in comparison with SVD, less number of flip flops is required for real time
implementation. This transform is imperceptible and robust to attacks such as salt and pep-
per noise, rotation etc [24]. SF factorizes the image I into unitary matrix A and Quasi-upper
triangular matrix T as given in (1).

[A,T] = schur(I) (1)

Where, AA′ = Identity matrix In and inverse SF is given by (2).

Irec = ATA′ (2)

Where Irec is the reconstructed image and the diagonal elements of T contain Eigen Values
(EVs) of I .

2.2 Singular Value Decomposition

The data in SVD is decorrelated so that most of the information in the pixel domain is
packed in few coefficients after the transformation [3]. SVD decomposes the image into
three individual matrices U , V and S.

I =
r∑

j=1

UjSjV
T
j (3)

Where, U and V are left and right singular vectors which are orthogonal matrices satis-
fying UU ′ and V V ′ equal to identity matrix In, U ′ and V ′ are the transpose of U and
V . S is a diagonal matrix with Singular Values (SVs) as diagonal elements. The SVs are in
descending order and the elements above rank r are zero, satisfying (3).

2.3 Classical Differential Evolution

DE is the most competent and flexible evolutionary computing algorithm used in various
domains such as image retrieval [18, 51], watermarking [43], image registration [20], foren-
sic image processing [12] and thermodynamics, process control and industrial automation
[19]. In this work, the classical DE is modified to balance the trade-off between explo-
ration and exploitation in search space of the optimization algorithm. The main steps in
DE are mutation, crossover and selection. The step mutation provides the needed diversity
in the population and the other step crossover assures the capacities of the population to
survive in the next generation. The DE operates with a population of random initial solu-
tions of dimension d , Xi,g = [

xi,1, xi,2, · · · xi,d

]
, i = 1, 2, · · ·m where index i denotes

the solution of the population at generation g as shown in the Fig. 1. In mutation, three
distinct vectors(i.e., r1 �= r2 �= r3 �= i) out of m are selected for obtaining mutant vector
Yi,g as shown in Fig. 2. The scaled difference of two vectors Xr2 = X(r2,1), X(r2,2) · · · ,



Multimedia Tools and Applications

Fig. 1 Initial Population of DE

Fig. 2 Mutation operation of DE
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X(r2,d) and Xr3 = X(r3,1), X(r3,2) · · · , X(r3,d) is given by a difference vector di1, di2, · · · ,
did . The obtained difference vector is scaled by a constant scaling factor F and later
it is added to third vector Xr1 = X(r1,1), X(r1,2) · · · , X(r1,d) to obtain mutant vector
Yi,g = y(i,1), y(i,2) · · · , y(i,d) as shown in Fig. 2. The equation used to compute mutant
vector Yi,g is

Yi,g = Xr1,g + F × (Xr2,g − Xr3,g
)

(4)

Later, crossover operation is performed on mutant vector Yi,g and target vector Xi,g to
produce trial vector, Zi,g = [

zi,1, zi,2 · · · zi,d

]
. As graphically shown in Fig. 3 if Cr ≤ rij ,

the elements in the trial vector are replaced with elements of mutant vector. Otherwise, they
are replaced with the elements of the target vector.

Zi,g =
{

Yi,g if rij ≤ Cr ∨ j = k

Xi,g otherwise
(5)

where j = 1, · · · d and k ∈ {1, · · · d} is a random parameter chosen for each i and Cr ∈
[0, 1] is crossover probability and ri,j is a random number generator between 0 and 1. After
obtaining the trial vector, in the final step, selection, the cost function of trial and target
vectors is computed. If the trial vector’s cost function is less than the target vector, then the
vector carried in the next-generation is a trial vector. Otherwise, it is the target vector as
shown in Fig. 3.

Xi,g+1 =
{

Zi,g if f
(
Zi,g

)
< f

(
Xi,g

)

Xi,g otherwise
(6)

2.4 Motivation to use DE-RCO

The watermarking scheme proposed by [2] is based on DE, employing binomial Crossover,
which produces three probable trial vectors in a 2-D search space X1 and X2, by combining
the target vector Xi,g with the mutant vector Yi,g in a uniform manner as explained below

(i) Both the components of the trial vector come from the mutant vector, denoted as Yi,g .
(ii) The first component of the trial vector (j = 1) comes from Yi,g while the second

component (j = 2) comes from Xi,g , denoted as Y
|
i,g .

Fig. 3 Crossover step of DE
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(iii) The first component of the trial vector (j = 1) is inherited from Xi,g , and the second

component (j = 2) comes from Yi,g , denoted as Y
||
i,g .

The possible three trial vectors are generated by the conventional binomial crossover pre-
sented in Fig. 4 exchanging components of the target and mutant vector along the axis. In
the binomial crossover, the difference vectors of the offspring in the succeeding generation
are parallel to the axes. Thus, in that case, most of the difference vectors of target vec-
tors are perpendicular to the same axis. Therefore, standard binomial crossover operators
will have problems exploring the search space due to a lack of population diversity. In the
binomial crossover, some trial vectors produced near optimum global points. Even then, the
exploring competence is too low, and its robustness is not strong enough; thus, DE with
binomial crossover is not much reliable. In this work, in place of binomial crossover, Rota-
tion crossover operator (RCO) with DE named as DE-RCO [4] is explored. The modified
DE with RCO has the advantage of preventing the population, generating weak individu-
als, increasing the search space tactically, and guiding the algorithm’s evolution to reach
the global optimum. Consider, the violet and green regions in the Fig. 5 corresponds to the
possible locations for the offspring of DE-RCO. The red regions indicate the possible three
trial vectors produced in the binomial crossover. From this, it understood that the search
space is radically enhanced from three points to an approximate circular space around the
donor and target individuals by taking advantage of both binomial crossover and RCO. The
convergence of DE-RCO is further enhanced by introducing two variables-rotation control
parameter φ and binary control parameter bin. φ and bin are used to generate trial vectors
from both target and mutant vectors at a certain angle and distance. Binary parameter bin

has values ±1 that control the direction, 1 for forward and −1 for backward. φ is used to
control the rotation angle and Radii of the trial vector. The advantage of RCO over classi-
cal binomial crossover is that the crossover probability is controlled adaptively. Further, all
possible trial vectors can be generated by recombining the mutant vector and target vector
in 2d search space. The rotating control vector is given in (7).

−→
φ = −→

φ∗/
√

g + 1 (7)

Fig. 4 Different crossover operations of Differential Evolution
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Fig. 5 Distinct trial vectors generated with binomial crossover operator between mutant and target vectors
in 2-D search space

Where g is the iteration count of generation. With the increase in number of genera-
tions, rotation radius diminishes. This enhances convergence speed of the evolutionary
process. The variable

−→
φ � follows Levy probability distribution [15, 50]. It is a probability

distribution function (pdf) defined with parameters m, d , μ and σ .
−→
φ � = randlevy(m, d, μ, σ ) (8)

Wherem, d ,μ and σ denotes the size of the population, dimension, location, and second-
order moment, respectively. The probability density function of Levy distribution [50] is
given as

Lμ,σ (y) = − 1

π

∫ ∞

0
eσqμ

cos (qy) dq, y ∈ φ0 (9)

Where φ0 represents the field of real numbers, and the generic expression φ is not adopted
to avoid confusion with the above symbols. The Cauchy and Gaussian PDF are both the
special cases of the Levy distribution, and out of the entire three Levy distribution has a
much longer tail. Therefore, the offspring produced in the Levy distribution can be quite
distinct from their parents. In DE-RCO, the fundamental steps of DE such as selecting initial
random population, mutation and selection process are retained except the trial vector is
modified by RCO as given in (10).

−→
Z i,g =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

−→
φ i,g ∗ (bin · (

−→
Y i,g − −→

X i,g)/2) + −→
Y i,g,

if randi,j ≤ Cr or j = jrand−→
φ i,g ∗ (bin · (

−→
Y i,g − −→

X i,g)/2) + −→
X i,g,

otherwise

(10)

In this, the trial vector is formed around the mutant vector
−→
Y i,g , if the generated random

number is less than CR or j is equal to jrand . Otherwise, the trial vector is formed around

the target vector
−→
X i,g . Thus, we make the combination of these two operators and param-

eter p(0 < p < 1) is introduced to adjust the weight of proposed crossover and binomial
crossover operator. p is adopted for selection of crossover operator. If p is less than 0.5,
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the optimization algorithm takes binomial crossover, otherwise, it takes RCO. The desirable
feature of RCO operator is that it can be easily implemented in other DE variants with minor
modifications. The main control parameters in DE are population size m, Scaling muta-
tion factor F and Crossover probability CR. In classic DE, the above control parameters
are fixed and tuned at generation level. Adaptive and Self adaptive Differential techniques
tune the control parameters at individual level in each generation g. In DE with RCO, the
Crossover probability CRi of each individual xi is generated independently at generation g

based on normal distribution with mean μCg and standard deviation of 0.1

CRi = randni

(
μCg, 0.1

)
(11)

Later it is truncated to [0, 1]. The low value of standard deviation used in (11) allows
the adaption to function correctly. The mean Crossover μCg is initially set to 0.5 and then
generation count i updated and its value at generation g as

μCg = (1 − C) · μCg + C · meanL(SCg) (12)

Where C is a positive constant between 0 and 1 and SCg denotes the set of successful
crossover probabilities at generation g. Recording of SCg in optimization process allows to
guide for generating new CRi that allows the individuals in each generation of DE-RCO to
survive better.

MeanL (.) is the Lehmer Mean

MeanL(SCg) =
∑

CR∈SCg
CR2

∑
CR∈SCg

CR
(13)

In the calculation of new crossover probabilities at each generation, the MeanL is helpful to
propagate larger crossover probabilities, which might improve the progress rate of the evo-
lutionary process. Better the control parameter CRi , there is a higher chance of producing
a better and diverse population, which may result in fast convergence of the DE algorithm.

The next subsection deals with the false-positive problem present in the SVD based
watermarking schemes and discuss the methods in literature for tackling the problem.

2.5 Description of false-positive problem and prevention techniques in literature

Most of the SVD based watermarking schemes in the literature [8, 9, 32] employ SVs in
SVD to conceal the watermark. In SVD, most of the energy is packed into the left and right
singular vectors U and V , and therefore these two play a key role in extraction, when the
inverse SVD is applied. Hence, the SVD based watermarking schemes [33] suffered from an
ambiguous situation called false positive problem and is illustrated as follows: The logo, left
singular vectors, SVs and right singular vectors of owner and pirate are shown in Figs. 6a,
b, c and d and 7a, b, c and d respectively.

At the extraction phase, the hacker introduces singular vectors of pirated logo Uwp and
Vwp in Fig. 7 and later it is combined with the SVs of owners logo Swo. Therefore, instead
of the embedded watermark, the counterfeit logo obtained, as shown in Fig. 8. This is called
as false-positive problem. Several alternatives are proposed in the literature to prevent the
false-positive problem. One solution for preventing the false positive problem is the inser-
tion of the watermark in either one of singular vectors rather than SVs during watermark
insertion. Another solution is instead of SVs, principal components U × S and S × V T of
watermark are inserted into the host image [6, 21, 22].The principal components of water-
mark U × S and S × V T are multiplied by scaling factor and added to SVs of the host
image. Later inverse SVD is applied to obtain the watermarked image. However, the main
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Fig. 6 a Owner’s logo b Uwo c Swo d Vwo

drawback is that watermark concealed in singular vectors, or principal components are less
robust to attacks than the watermark concealed in SVs. Another solution [30] used to pre-
vent false-positive problem is by using hash or image digest for authentication purpose.
When the watermarked image is severely affected by geometric and noise attacks, it may
affect the watermark as well as the hash inside the watermarked images. Reference [7] con-
ducted two-fold authentication tests based on digital signature A-test and B-test to resolve
the false-positive and false-negative problems. Initially, the image is given to a hash func-
tion and generates a fixed-length code (hash) created for the embedded watermark. Hash
or message digest is a fixed-length string generated from the contents of the image [48,
52]. Recently image hashes is replacing cryptographic hashes such as MD-5, SHA-1. The
main drawback in cryptographic hashes is a minute change in input bits, which causes a
large variation in the output. Image hashing has two conflicting requirements of perpet-
ual robustness and discrimination. Perpetual robustness must ensure similar images (Lena
image, Lena image with low pass filtering, Lena image with JPEG compression) must have
similar hash. In contrast, discrimination must ensure that different images must generate a
different hash for each of the images. The 8-bit Digital Signature (DS) generally embed-
ded after watermark concealed in the cover image. Later the DS of the obtained watermark
singular vectors (it may belong to either owner or pirate) is compared with a DS from the
signed image. If the DS of singular vectors of watermark and DS from the signed image
belongs to the owner’s logo cameraman, the watermarking scheme authenticated, that is,
A-test is passed (A = 1), and the watermark extraction is allowed. If the authentication test
is failed then (A = 0) and two situations might arise. The first situation may be the water-
mark extracted is the counterfeit logo (rose). When this happens, we can assume that the
adversary has introduced the singular vectors of the fake watermark. The second situation

Fig. 7 a Pirated logo b Uwp c Swp d Vwp
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Fig. 8 Counterfeit logo rose

arose even when the correct watermark extracted, the authentication test A failed due to the
DS in the watermarked image completely degraded with the severity of attacks. This prob-
lem, which is not resolved in the previous works, is addressed in [7] by incorporating an
additional test called B-test. So if A = 0 and B = 0, the authentication test is failed. The
authentication test is passed if A = 1 and B = 1 or A = 0 and B = 1. In the work of [7], the
DWT hashing scheme of [38] is modified to form the DS. Later DWT and SVD are applied,
and the second-row first column element of right singular vector V2,1 of selected eight 4×4
blocks used for concealing the 8-bit signature.

On the extraction side, the 8 bit DS extracted from the signed image is compared with
the 8 bit DS generated by the user entered singular vectors. Suppose user entered singular
vectors are UWE and VWE . If the DS obtained from singular vectors at the extraction phase
is not the same as signature extracted from the signed image, the extraction of the watermark
delayed by conducting another test called B-test.

In B-test, the authors of [7] uses image hashing by using matrix invariants of SVD
known as SVD-SVD hashing [27]. In this hashing scheme, images and attacks on them are
assumed as a sequence of linear operations. The authors used overlapping blocks whose
size and locations are randomly chosen from a suitable distribution to form a secondary
image from the input image. The image hashing carried in two stages. In the first stage of
image hashing, robust feature vectors derived from pseudo-random semi-global regions via
matrix invariants termed “intermediate features.” In the second stage, the obtained features
used to construct a pseudo-random secondary image, which then used to extract the final
feature vectors, which constitute the hash value of the image. The second stage increases
the robustness against attacks (e.g., compression. rotation, cropping, etc.)

On the other hand, the proposed watermarking scheme employed dither quantization for
DS embedding and extraction. Hash using Gaussian Hermite Moments (GHMs) is used
in B-test. The proposed algorithm compared with [7] and hashing technique used in B-
test found to be more robust to content manipulations. Further, the high TPR and low
FPR of hashing technique used in the B-test of the proposed algorithm demonstrate that
the proposed hashing technique efficient compared to [7] in balancing the robustness and
discriminating capability of the hashing scheme.
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3 Watermark concealing and extraction of proposed watermarking
scheme based on SF and SVD using DE-RCO

In the proposed watermarking scheme, Multiple Scaling Factors (MSFs) are computed from
a randomly generated initial population using DE–RCO. The obtained MSFs (k1, k2, · · · kd )
are applied to embedding and extraction blocks of watermarking to obtain optimum results.
The three steps which are mainly used in the algorithm are:

• Watermark embedding
• Watermark extraction
• Computation of MSFs

3.1 Watermark embedding process

In order to embed a watermark w of size d × d into a host image I of size N × N, the
following steps are performed to obtain the watermarked image. The steps of watermark
concealing algorithm are illustrated in Fig. 9.

3.1.1 Generation of watermarked image

In this the watermarked image is generated from the cover image and watermark using
hybrid combination of SF and SVD. The optimum MSFs Kd are taken from DE-RCO.

Step 1: Decompose image I into sub images of 8 × 8 block and apply SF. The size of
sub image block selection of 8 × 8 depends on the transform coding error and
computational complexity [17]. After SF, the image I is segmented into unitary

Fig. 9 Watermark embedding process
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matrix A and upper triangular matrix T . The sub images size 8 × 8 block of I , A
and T are given below:

⎡

⎢⎢⎢⎣

I1,1 I1,2 · · · I1,8
I2,1 I2,2 · · · I2,8
...

...
. . .

...
I8,1 I8,2 · · · I8,8

⎤

⎥⎥⎥⎦ =

⎡

⎢⎢⎢⎣

A1,1 A1,2 · · · A1,8
A2,1 A2,2 · · · A2,8
...

...
. . .

...
A8,1 A8,2 · · · A8,8

⎤

⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

T1,1 T1,2 · · · · · · · · · · · · T1,8
0 T2,2 · · · · · · · · · · · · T2,8
0 0

. . .
...

...
...

...
...

...
. . .

...
...

0 0 0 0 T7,7 T7,8
0 0 0 0 0 T8,8

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

(14)

Step 2: The EVs in T matrix packs the most of image information. The first element of
each 8 × 8 block is the highest Eigen value in T matrix which holds the highest
energy of the respective block. The selection of the first element in each 8 × 8
block of the whole image is termed as High Eigen value Block Selection (HEBS).
HEBS is performed on the whole host image to gather the largest EVs in each
8 × 8 block to form a matrix array B of size N×N

8×8 which is equal to d × d.

B =

⎡

⎢⎢⎢⎢⎢⎣

T1,1 T1,9 T1,17 ... T1,N−7
T9,1 T9,9 T9,17 ... T9,N−7
T17,1 T17,9 T17,17 ... T17,N−7
...

...
...

...
...

TN−7,1 TN−7,9 TN−7,17 · · · TN−7,N−7

⎤

⎥⎥⎥⎥⎥⎦
(15)

Step 3: Forward SVD is applied to B which segments B into UC , VC and SC of size d×d.

[UC, SC, VC] = SV D (B) (16)

Step 4: Apply forward SVD to watermark w of size d × d. It factorizes the watermark
image into UWA, SWA and VWA.

[UWA, SWA, VWA] = SV D (w) (17)

Step 5: TheMSFs k obtained fromDE-RCO is of the form shown in Fig. 10. TheMSFs k1,
k2, k3, k4, · · · and kd are arranged along diagonal elements of matrix Kd as given
in (19). Obtain Sw of the watermarked image by adding SC with SWA multiplied
by scaling factor Kd as given in (18).

Sw = SC + Kd × SWA (18)

Kd =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

k1 0 0 0 0 0 0 0
0 k2 0 0 0 0 0 0
0 0 k3 0 0 0 0 0
0 0 0 k4 0 0 0 0

0 0 0 0
. . . 0 0 0

0 0 0 0 0
. . . 0 0

0 0 0 0 0 0 0 kd

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(19)

Step 6: Inverse SVD is applied on the host image singular vectors UC and VC with
modified Sw to obtain B′.

B′ = UcSwV ′
c (20)

Step 7: Remap B′ into largest EVs of T matrix denoted by TNEW .
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Fig. 10 MSFs from DE-RCO

Step 8: Apply inverse SF on each 8 × 8 blocks to obtain watermarked image Inew .

Inew = ATNEW A′ (21)

3.1.2 Signature generation and signature embedding

Let a signed image formed with the dither quantization [37] by implanting an 8 bit DS in
the watermarked image.

Signature generation Figure 9 shows formation of a signed image after concealing the
8-bit DS into the watermarked image. In A–test, 8-bit DS generated from the contents of
singular vectors UW and VW of the watermark shown in Fig. 11 using the steps given below.

Step 1: Apply SVD on the watermark to extract UWA, SWA, and VWA.
Step 2: Extract UW and VW . The coefficients of UW and VW are signed. Take the absolute

value of UW and VW and later, round it off the values of UW and VW to the nearest
integer.

Step 3: Reshape UW and VW from 2-D array to 1-D array.
Step 4: Apply SHA-1 hashing on an individual 1-D array of UW and VW . The size of

hashed values obtained for 1-D array UWA and VWA are fixed-length code of 20
bytes or 160 bits.

Step 5: Perform XOR operation on a hashed 1-D array of UW and VW to obtain 160 bits.
Step 6: Out of 160 bits, 8 bits are selected using a seeded key.

Signature embedding Dither quantization employed to conceal the 8-bit DS in the water-
marked image to obtain the signed image. The procedure for signature embedding is shown
in Fig. 12.

Step 1: Segment the watermarked image into 4 × 4 blocks.
Step 2: Apply SVD on 4 × 4 blocks.

Fig. 11 Signature or hash generated from the contents of watermark
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Fig. 12 Signature embedding in the proposed watermarking scheme
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Step 3: Select the eight 4 × 4 squares based on satisfying the two constraints of imper-
ceptibility and robustness. If the value of quantization step size δ is more, the
robustness is more but the imperceptibility suffers. Contrary is true if the value of
δ is less. The blocks which are meeting these two requirements of imperceptibility
and robustness are selected for the signature insertion.

Step 4: Collect the largest singular value SVlarge of each block.
Step 5: Compute the minimum and maximum value of SVlarge and represent the val-

ues within the range of Smin to Smax .The range [Smin, Smax] is segregated into
uniform intervals [slsh] of width δ. The intervals are taken as [Smin − δ : Smin],
[Smin : Smin + δ] · · · [Smax : Smax + δ] as shown in Fig. 13.

Step 6: For each chosen block, identify the interval z to which the blocks largest singular
value belongs, based on this modify SVlarge as

SV mod
large =

{
sl+savg

2 if signature bit = 1
sh+savg

2 if signature bit = 0
(22)

Where, savg = sl + sh

2
and δ is the quantization step size.

Step 7: After the amendment of SVlarge values, inverse SVD is applied on selected blocks
to obtain the signed image.

The signature image has to pass through an insecure channel where it is assaulted by
signal, compression, and geometric attacks. A signature is extracted from the signed image
prior to the watermark extraction for validating the A-test. The DS extracted from the signed
image is compared with the DS from the user entered watermark. If both are the same, A-
test is passed. If A-test is failed due to attack severity, another test B-test is conducted to
free the algorithm from a false- negative problem. The extraction process is not allowed if
the watermarking scheme failed in passing both tests. The extraction of watermarks allowed
only if (A = 1 and B = 1) or (A = 0 and B = 1).

Fig. 13 Segregating Smin to Smax into quantization intervals and selection of quantization interval for the
signature insertion
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3.1.3 Need for B-test

The B-test is a necessary step required in the authentication framework to prevent false-
negative problem. False-negative problem arises in watermarking because the digital
signature is not exactly recovered due to attack severity. Though correct watermark cam-
eraman is given, the signature is not properly recovered. So the permission for watermark
extraction is not given and the user is assumed as hacker. To avoid this, hash computed
using Gaussian Hermite Moments are used. Moments [16] are scalar quantities used to
characterize a function and to capture its prominent features. They are “projections” of a
function onto a polynomial basis. There are two types of moments: geometric and orthog-
onal. These two types differ in terms of stability and computational issues in the discrete
domain. Generally, exponential powers are used in computation of geometrical moments.
Therefore, computed values of the moment increase rapidly as the order increases for the
small and large values of the exponent. On the other hand in orthogonal moments, fea-
tures are captured with more precision due to the representation of moments in recurrent
relation comparison with the standard powers used in geometrical moments. Gaussian Her-
mite Moments (GHMs) are orthogonal moments. The main advantage of these moments
lies in its ability to represent zero crossings in the basis function more evenly than other
moments such as Legendre and Krawtchouk moments. This feature makes it robust to rota-
tion, translation and noise attacks [50]. Gaussian Hermite Moments Mmn of order (m+n)
are as follows

Mmn =
∫ ∞

−∞

∫ ∞

−∞
I (p, q)Ĥm

(p

σ

)
Ĥn

( q

σ

)
dpdq (23)

Where I (p, q) is the image gray values at spatial coordinates p, q and σ is the standard
deviation used in Gaussian function. GHM′s function Ĥm

(p
σ

)
is obtained by

Ĥm

(p

σ

)
= 1
√
2mm!√π

e
−p2

2σ2 Hm

(p

σ

)
(24)

Where, Hermite function Hm (p) is given by

Hm (p) = m!
m
2∑

i=0

(−1)i
1

i!(m − 2i)! (2p)m−2i (25)

For generating Hash, GHM of order n = 5 is used. The Hash length is 21 values as
given in Table 1. The 21 values are rounded to nearest integer and converted into 8 bits. So
21× 8 = 168 bits are used for hash [23] generation. The steps used for hash generation are

– Rescale all watermark images to 64 × 64 with bilinear interpolation. Later preprocess
with Gaussian low pass filter to smooth noise and high-frequency content.

Table 1 GHMs of different
orders Order GHMs Number of moments

0 M0,0 1

1 M1,0, M0,1 3

2 M2,0, M1,1, M0,2 6

3 M3,0, M2,1, M1,2, M0,3 10

4 M4,0, M3,1, M2,2, M1,3, M0,4 15

5 M5,0, M4,1, M3,2, M2,3, M1,4, M0,5 21
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– Compute GHM’s with σ = 0.2 for order 5. They yield twenty-one features. Each
feature takes 8 bits. So 168 bits are used in hash generation.

– The similarity between the original watermark and the extracted watermark are
computed by norm2

hd(h1, h2) =
√√√√

168∑

i=1

h1 (i)2 − h2 (i)2 (26)

where h1 and h2 are two image hashes, and 168 bits are the length of a hash vector.
If hd is bigger than a pre-defined threshold T h, the corresponding images of the input
hash are judged as visually distinct; otherwise, they are treated as similar images. The
hash for the embedded watermark is computed in watermark embedding block and kept
aside for B-test in authentication verification.

3.2 Watermark extraction process

The flow diagram of the watermark extraction process contains two blocks: An authentica-
tion block and a watermark extraction block as shown in Fig. 14. The watermark extraction
process is allowed only if A-test and B-test passed. In the authentication framework, it is
always not necessary that the signature transmitted along with the image. In some cases,
signature can be transmitted as a separate entity [1]. However, in the works of [46, 49], the
authentication code or DS is embedded in the watermarked image along with the watermark
to avoid the false-positive problem. In many cases, this problem not completely resolved,
and another problem arises called the false-negative problem. The false-negative problem
arises when the signature is not recovered properly from the signed image due to the attack
severity even when the correct watermark given at the extraction. A-test is done based on
comparing the signature extracted from the signed image and the signature generated from
user-entered watermark UWE and VWE . The procedure for the authentication is as follows.

Step 1: Extract the DSoriginal from the signed image using the following steps as shown
in Fig. 15.

(i) Segment the signed image into 4 × 4 blocks.
(ii) The same eight 4 × 4 squares which are used for insertion are selected for

signature extraction.
(iii) Apply SVD on the chosen eight 4 × 4 blocks.
(iv) A look up table is formed with entries of [Smin − δ : Smin],

[Smin : Smin + δ] · · · [Smax : Smax + δ].
(v) If SV mod

large of each chosen 4× 4 block is checked against entries in the look
up table.

signature bit =

⎧
⎪⎨

⎪⎩

1 if sl ≤ SV mod
large ≤ sl + sh

2
0 if

sl + sh

2
≤ SV mod

large ≤ sh

(27)

(vi) Concatenate all the signature bits to form DSoriginal

Step 2: For example, the user entered watermark (may be singular vectors of owner or
hacker) is denoted by UWE and VWE . Apply signature generation procedure in
Section 3.1.2 to obtain DSO .
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Fig. 14 Watermark extraction process

If both are DSoriginal and DSO are the same, A-test is passed and the per-
mission for watermark extraction is granted. Otherwise, there is false negative
situation which is prevented by conducting another test called the B-test.In the
B-test, the hash of original watermark is compared with the hash of extracted
watermark. If B = 1, permission is granted to the watermark extraction. It happens
in two scenarios when (A = 0 and B = 1) and (A = 1 and B = 1).

Step 3: If the either one of the two conditions met, the watermark extraction is granted
and steps used in watermark extraction are given below:
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Fig. 15 Signature extraction block

(i) Perform steps 1–2 of the watermark concealing algorithm on watermarked
and host image to obtain Bnew and B respectively.

(ii) Apply SVD on Bnew and B to obtain SVs, Snew and SC of watermarked and
host image.

(iii) Obtain SVs of watermark Swater from Snew and SC using (28)

Swater = Snew − SC

Kd

(28)

(iv) Apply inverse SVD on UWA, Swater and VWA to obtain the extracted
watermark wext using (29).

wext = UWASwaterV
′
WA (29)

3.3 Computation of MSFs

Generally in spread spectrum watermarking, the watermarked image Iw is obtained by
adding the coefficients of cover image I with watermark w multiplied by a scaling factor
kx as given in (30)

Iw = I + kx ∗ w (30)

Here, kx is a single scaling factor used to control the watermark strength. If the value of kx is
more, the watermarking scheme exhibits weaker transparency and, at the same time, shows
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more robustness to attacks. On the other hand, if kx is small, the contrary is valid, which
means the image quality is better and is more vulnerable to attacks. So, when a single scaling
factor is used, transparency and robustness mutually conflict with each other. Spectrum
coefficients of hybrid SF-SVD exhibit different tolerance to modifications [8] and therefore,
single scaling factor kx is not effective in modifying I .Therefore, MSFs are utilized in the
place of a single scaling factor to optimize both transparency and robustness. The steps used
for calculation of MSFs illustrated below:

3.3.1 Steps used to obtain MSFs

Step 1: Define the I termax = 10000, μCg = 0.5, weight control parameter p = 0.5 and
g = 0.

Step 2: Generate the initial population of size m × d, where m is the size of population
and d is the number of variables as shown in Fig. 1. In this array, each row is one
of the possible solutions to the problem.

Step 3: In the initial population, initial solutions are randomly produced.
Step 4: In the proposed scheme, the Kd in (18) is a diagonal matrix whose elements are

non zero along the diagonal, and they represent MSFs.
Step 5: A cost function defined with input taken from the randomly generated MSFs,

and the output is the fitness value.
Step 16: The body of the cost function contains both the watermark embedding block,

signature embedding block, signature extraction block, and the watermark
extraction block.

Step 7: With the obtained value of Kd , apply steps in the watermark concealing
algorithm given in Section 3.1 to obtain the watermarked image.

Step 8: Calculate the Structural Similarity Index Measure (SSIM) values between the
host image and signed images using (31).

SSIM (p, q) =
(
2μpμq + c1

)+ (2σpq + c2
)

(
μ2

p + μ2
q + c1

)
+
(
σ 2

p + σ 2
q + c2

) (31)

Where,

μp-Mean of p.
μq -Mean of q.
σ 2

p-Variance of p.

σ 2
q -Variance of q.

σpq -Covariance of pq.
c1 = K1L

2- constant to avoid instability when μ2
p + μ2

q is close to zero.
K1 = 0.01, L = 255.
c2 = K2L

2- constant to avoid instability

when σ 2
p + σ 2

q is close to zero. K2 = 0.01, L = 255.
Step 9: Apply the signal processing and compression attacks upon the watermarked

image one by one and extract the watermarks from assaulted watermarked images
using the extraction procedure described in Section 3.1.3. and calculate the Nor-
malized Cross Correlation(NCC) values between the embedded and extracted
watermark. The average NCC is computed for t number of attacks. When SSIM
and average NCC tries to reach the 1, the cost function tries to reach the global
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minima. The equations required to compute NCC specified in (32).

NCC =
∑M−1

p=0
∑N−1

q=0 w(p, q)wext (p, q)
∑M−1

p=0
∑N−1

q=0 w(p, q)2
(32)

Step 10: The cost function obtained by using (34). taking the reciprocal of fi .

fi = 1⎛

⎜⎝

t∑
i=1

(NCC(W,Wext )

t

⎞

⎟⎠− SSIM(I, Iw)

(33)

Where, t used in (33) is the number of attacks applied on watermarked image, w
and wext are the original and extracted watermarks.

Costf unction = 1

fi

(34)

Step 11: The main loop of DE-RCO discussed in Algorithm 1 of [4] is used to perform a
mutation, RCO, and selection.

Step 12: In selection, the cost function in (34) is computed for the target vector Xi,g and
trial vector Zi,g . If the cost function of Zi,g is less than the cost function of Xi,g

then the solution in the subsequent generation Xi,g+1 is Zi,g , otherwise it is Xi,g .
Step 13: Termination criterion is applied when the algorithm completes a maximum num-

ber of generations or when there is no change in the rate of the cost function
(convergence reached). The convergence criterion CV�,g is taken based on [53]
and given by

CV�,g = sg

OBJg

(35)

CV�,g gives convergence property of DE-RCO algorithm. Here sg is standard

deviation for the m cost function values of population and OBJg is the mean of
all cost functions at the generation g. Termination criterion is reached if CV�,g

is less than τ which is a very low value and must be taken less than 10−6.
Step 14: Steps 3–12 are repeated until the termination criterion not met. Consider, the

MSFs, which give the minimum cost function in the final generation, is utilized
for watermark concealing and extraction blocks.

The spatial resolution of cover image and watermark used in the proposed algorithm are
N×N and d× d . The algorithm starts with segmenting the host image I into 8× 8 blocks.
Later, SF is employed to decompose the host image I into A and T . In T , the largest EVs

from each 8×8 block are collected and formed into an arrayB of size
N × N

8 × 8
= d×d. When

SVD applied to matrix array B, we obtain SVs of cover image as d number of coefficients.
The same number of d coefficients obtained when SVD applied to watermark. The SVs
of watermark are multiplied by the diagonal of MSFs Kd obtained from DE-RCO. In DE-
RCO, MSFs are initially produced randomly and taken as a string where Kd is the diagonal
matrix of MSFs. Strings generally represent potential solutions, so DE-RCO searches from
a population of potential solutions but not using a single solution. If m is the number of the
initial population, m number of strings with size d are produced randomly. These strings
are MSFs, and diagonal of MSFs applied one after the other to both watermark embedding
and extraction blocks in the current generation. In the watermark concealing algorithm,
SSIM computed between the host and signed images. Similarly, in the watermark extraction
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algorithm for t number of attacks, t number of NCC values are obtained. Later average NCC
has computed for t attacks. Finally, with the obtained values of SSIM and average NCC, the
fitness value is computed. The algorithm chooses randomly three fit individuals and carries
the sequence of mutation, RCO, and selection, as described in Section 2.4 to generate a new
population of strings from previous ones for the next generation. The procedure repeated
when the maximum number of generations reached or satisfies convergence criteria given
in (35). The the fittest string that represents in the final generation is called MSFs.

4 Experimental results

In this work, 200 openly available images on the Internet are used as host images. Because
of limited space, we confine our experimentation on a few grayscale and medical images.
Some of them used in experimentation are (a) Bridge (b) Coco (c) Einstein (d) Flint-
stones (e) Gold hill (f) Barbara (g) House (h) Mandrill (i) Axial MR-Flair (j) Axial MR-T2
weighted (k) Sagittal–CT– non contrast (l) CT- contrast (m) Airplane (n) Couple (o) Lena
and (p) pirate is as shown in Fig. 16. Cameraman is used as watermark.The host images
used in the proposed method are of same size 512×512 as shown in Fig. 16. The watermark

Fig. 16 Host images used in experimentation
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size is 64 × 64. So d used in the experimentation is 64. The proposed work is carried in
Matlab 2013A on Pentium 5 processor with 4 GB RAM on Windows 11 operating system.
The parameter settings of DE are CR = 0.5, F = 0.5, m = 50 and g = 200.

4.1 Transparency

For evaluation of this parameter in proposed watermarking scheme, subjective assessment
based on Double Stimulus Continuous Quality Scale (DSCQE) test and objective assess-
ment based on PSNR is done. In DSCQE test, 200 participants were asked to grade the
quality of watermarked image on a continuous scale of five grades as given in [25] by show-
ing both cover and watermarked image concurrently to notice any type of degradation seen
in the watermarked image. The scores are given by human observers to obtain the Mean
Opinion Score (MOS) for analyzing the quality of signed image. Figure 17 shows the MOS
of proposed algorithm compared with the MOS of some other optimization algorithms—
[2, 4] and [9] in terms of MSFs of K1, K2, K3 of each size d obtained at different runs
of the optimization algorithm. Outcome of MOS plot shows that the proposed method is
highly imperceptible and also the degradation is unnoticeable to naked eye. The water-
marked images of proposed algorithm are shown in Fig. 18. It is further validated by taking
the error image between host and watermarked image Barbara shown in Fig. 19. PSNR
between original and watermarked image is computed as given in (36).

PSNR = 20log10
255

MSE
(36)

Where, MSE is the Mean Square Error between host and watermarked image. Fig. 20
shows comparison of the PSNR between watermarked and host images of Bridge, Coco,
Flintstone, Goldhill, Barbara, Horse, MRI, leg fracture and Mandrill with proposed method
and other optimization algorithms—[7, 9, 30] and [2] is carried out and the high PSNR of the
proposed algorithm emphasizes that the method is highly imperceptible. Though watermark
image is part of the watermarked image, the degradation is not noticeable in signed images
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Fig. 17 Comparison of MOS of host images in proposed algorithm with Ref. [2], Ref. [4] and Ref. [9]
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Fig. 18 Watermarked images obtained with DE-RCO

Fig. 19 a Host image Barbara b Watermarked image Barbara c Error image between host and watermarked
image
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Fig. 20 Comparison of PSNR of host images in proposed algorithm with [7, 30] and [2] in terms of PSNR
under no attack

of Fig. 18 which does not contain any visible artifacts. The average PSNR of the proposed
watermarking scheme is 56.6 dB under no attack due to single bit insertion of 8× 8 blocks.

4.2 Robustness assessment

We have employed several experiments to examine the effectiveness of the robustness of the
proposed scheme. The attacks we employed in the proposed algorithm is the same attacks
that are employed in the [7]. For fair comparison with [7], the same host images Lena and
Medical sample which are used in [7] are employed in the proposed algorithm. Further,
the same watermark cameraman which is used in [7] employed in the proposed algorithm.
The main drawback of [7] is that they do not employed any type of optimization. The main
requirement of any invisible watermarking is maintaining the watermark invisibility plus
robustness to attacks. In [7], the watermark imperceptibility and robustness are controlled
by single scaling factor kx. If kx = 5 in [7], the watermark is invisible and no blocking
artifacts are seen as shown in Fig. 21. If kx is increased to 10, visible blocking artifacts
begin to appear in the watermarked image of [7]. When kx = 5, the robustness is very poor
and the NCC lies in between 0.32 to 0.399 for all the attacks subjected to the watermarked
image Lena. If kx is increased to 3000, the watermarked image is completely distorted
and the NCC between the original and extracted watermarks increased from 0.991 to 0.999
as shown in Fig. 21. The watermarked Lena and medical image sample subjected with
various attacks are shown in Figs. 22 and 23. The watermarked Lena image subjected with
attacks such as (a) Average filtering with neighborhood 3 × 3 (b) Median filtering with
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Fig. 21 Effect of single scaling factor kx on imperceptibility and robustness in [7]

neighbor615 hood 3×3 (c) Gaussian noise with standard deviation 0.01 (d) Salt and Pepper
noise with 6160.01, (e) Speckle noise with density 0.01, (f) Gamma correction by 0.5 (g)
Scaling 512 → 4096 → 512 (h) Quarter Cropping (i) Rotation by 20◦ (j) Rotation by 50
(k) Rotation by 70◦ (l) Histogram Equalization.

The medical image sample is subjected with more severe attacks such as (a) Average
filtering with neighbourhood 5×5 (b) Median filtering with neighbourhood 5×5 (c) Gaus-
sian noise with standard deviation 0.05 (d) Salt and Pepper noise with 0.05, (e) Speckle 622
noise with density 0.05, (f) Gamma correction by 0.5 (g) Scaling 512 → 4096 → 512 (h)
Cropping 110 rows and 383 columns (i) Rotation by 5◦ (j) Rotation by 70, (k) Rotation by
140, (l) Histogram Equalization. The attacks we employed in the proposed algorithm is the
same attacks that are employed in the [7]. For fair comparison with [7], the same . So in
order to maintain the imperceptible watermarking, the NCC of extracted watermarks in [7]
must be taken in between 0.32 to 0.399. Therefore, in the work of [7], NCC for the extracted
watermark is far below 0.7 and it is too low to be accepted. On the other hand, the results of
proposed watermarking with DE-RCO are promising as the range of NCC values is above
0.7. The extracted watermarks from watermarked Lena and medical sample, the NCC val-
ues between the original and extracted watermarks are shown in Figs. 24 and 25. In most
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Fig. 22 Attacks applied on watermarked Lena a Averaging filtering with neighborhood 3 × 3 b Median
filtering with neighborhood 3×3 c Gaussian noise with standard deviation 0.01 d Salt and Pepper noise with
0.01, e Speckle noise with density 0.01, f Gamma correction by 0.5 g Scaling 512 → 4096 → 512 h Quarter
Cropping i Rotation by 20◦ j Rotation by 50◦, k Rotation by 70◦, l Histogram Equalization

of the attacks, value of NCC is approaching to 1. It signifies the superiority of proposed
algorithm in terms of robustness.

The robustness of the proposed scheme against checkmark attacks such as wiener filter
soft thresholding, Template removal, bit plane removal, row and column copying and row
column blanking are shown in Table 2. The high NCC value of the proposed algorithm
proves that the method is highly robust compared to [2, 4] and [9].

4.3 Authentication tests and its validation

in terms of A-test and B-test under no attack shown in Table 3. The first row in Table 3 uses
rose as a counterfeit watermark. Hence, both the A-test and B-test failed. The authentication
framework does not allow the extraction process as the watermark is fake and used as a rose.
In the second, third, and fourth row of Table 3 , the original watermark cameraman used.
Therefore both watermarking schemes passed the authentication tests of A and B. Therefore,
extraction of the watermark is allowed. The authentication test A assumes passed when the
retrieved bits are greater than or equal to 5. In [7] the A-test failed except for minor attacks
such as Averaging, Median filtering and Gamma correction as shown in Table 4. On the
other hand as shown in Table 4 the proposed watermarking scheme passes the A-test except
for attacks with large rotation angles when the correct watermark given at the detection side.
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Fig. 23 Attacks applied on watermarked Medical sample a Averaging filtering with neighborhood 3 × 3 b
Median filtering with neighborhood 3 × 3 c Gaussian noise with standard deviation 0.05 d Salt and Pepper
noise with 0.05, e Speckle noise with density 0.05, f Gamma correction by 0.5 g Scaling 512 → 4096 → 512
h Cropping 110 rows and 383 columns i Rotation by 5◦ j Rotation by 70◦, k Rotation by 140◦, l Histogram
Equalization

Fig. 24 Extracted watermarks from watermarked lena attacked by a Average filtering with neighborhood
3 × 3 b Median filtering with neighborhood 3 × 3 c Gaussian noise with standard deviation 0.01 d Salt and
Pepper noise with 0.01 e Speckle noise with density 0.01 f Gamma correction by 0.5 g Scaling 512 → 4096
→ 512 h Quarter Cropping i Rotation by 20◦ j Rotation by 50◦ k Rotation by 70◦ l Histogram Equalization
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Fig. 25 Extracted watermarks from watermarked medical image sample attacked by a Average filtering with
neighborhood 5×5 bMedian filtering with neighborhood 5×5 cGaussian noise with standard deviation 0.05
d Salt and Pepper noise with 0.05 e Speckle noise with density 0.05 f Gamma correction by 0.5 g Scaling
512 → 4096 → 512 h Cropping 110 rows and 383 columns i Rotation by 5◦ j Rotation by 70◦, k Rotation
by 140◦, l Histogram Equalization

The SVD-SVD hashing used in the B-test [7] is robust to rotation at the cost of a signifi-
cant decrease in discrimination which means distinct images produces identical hash which
is not desirable in the authentication. Therefore, The B-test in [7] failed except for the minor
attacks such as average filtering and median filtering as shown in Table 4. In the proposed
algorithm, the B-test is passed for all the different attacks as shown in Table 4 .

The parameters used for the evaluation of hashes based on True Positive Rate (TPR) and
False Positive Rate (FPR). TPR is the ratio of identical images considered as similar images
to the total number of pairs of similar images. FPR is the ratio of distinct images considered
as similar images to the total number of pairs of different images. TPR and FPR reflect the
perpetual robustness and the discriminating capability of the hashing scheme. If we compare
two algorithms with the same FPR, the scheme with a high TPR outperforms the one with
a small value. Similarly, if they have the same TPR, the hashing with a low FPR is better
than that with high value. We choose thresholds for the proposed hashing and SVD-SVD
hashing of [7], respectively, and calculate their TPR and FPR. The used thresholds for the
proposed hashing are: 2, 5, 10, 20, 30, 40, 50, and those for the SVD-SVD hashing [7] are:
0.1, 0.2, 0.3, 0.4, 0.45, 0.5, 0.6, 0.7, 0.8 and 0.9. When the FPR is nearer to 0, the TPR

Table 2 Comparison of NCC values of proposed algorithm with Ref. [2], Ref. [4] and Ref. [9] for different
checkmark attacks

Checkmark attacks NCC of proposed method NCC of Ref. [2] NCC of Ref. [4] NCC of Ref. [9]

Wiener Filter 0.8233 0.8678 0.8447 0.7654

Soft threshholding 0.733 0.725 0.6993 0.745

Template removal 0.7954 0.7012 0.7689 0.7213

Bit plane removal 0.965 0.9100 0.9345 1

Row and column copying 0.9876 0.9244 0.9201 0.8466

Row column blanking 0.911 0.8333 0.8567 0.8582

Trimmed Mean Alpha 0.8434 0.7533 0.8234 0.7648
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Table 3 Comparative analysis of proposed scheme with Ref. [7] in terms of A-test and B-test

Watermarked image Watermark Signature bits Proposed Ref. [7]

A-Test B-test A-test B-test

8 bits × × × ×

8 bits � � � �

8 bits � � � �

8 bits � � � �

Table 4 Attack details and authentication results of normal image Lena

Index Attack Parameters Proposed Ref. [7]

Signature A-test B-test Signature A-test B-test

bits bits

1 Average filter Filter size 3 × 3 8 A = 1 B = 1 5 A = 1 B = 1

2 Median filter Filter size 3 × 3 5 A = 1 B = 1 6 A = 1 B = 1

3 Gaussian noise 0.01 4 A = 0 B = 1 4 A = 0 B = 0

4 Salt and pepper noise 0.01 5 A = 1 B = 1 4 A = 0 B = 0

5 Speckle noise 0.01 6 A = 1 B = 1 5 A = 0 B = 0

6 Gamma correction 0.5 6 A = 1 B = 1 5 A = 1 B = 0

7 Scaling 0.5 6 A = 1 B = 1 4 A = 0 B = 0

8 Cropping 25% 5 A = 1 B = 1 4 A = 0 B = 0

9 Rotation 20◦ 6 A = 1 B = 1 4 A = 0 B = 0

10 Rotation 50◦ 4 A = 0 B = 1 4 A = 0 B = 0

11 Rotation 70◦ 4 A = 0 B = 1 4 A = 0 B = 0

12 Histogram Equalization – 5 A = 1 B = 1 4 A = 0 B = 0
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Table 5 Comparison of the
proposed method with Ref. [7] in
terms of capacity

Method Capacity

Araghi [7] 32 × 32 + 8 bit DS

Prioposed method 64 × 64 + 8 bit DS

of the proposed hashing is 0.988, while that of the SVD–SVD hashing employed is about
0.11. Similarly, when the TPR reaches 1.0, the optimal FPR of the proposed hashing is
about 0.068, and that of the SVD-SVD hashing is approximately 0.95. These results evident
that B-test used in [7]. is not discriminating and not suited better for the authentication. As
shown in Table 4, the authentication test B failed in [7] to all the attacks except for the
minor attacks such as average and median filtering. GHMs used in the proposed algorithm
is stable against rotation, translation, and noise attacks. So the proposed algorithm passes
the authentication test for all the chosen attacks without losing the discrimination.

4.4 Capacity assessment

Capacity refers to the amount of information that can hide in the cover medium. It depends
on the size of watermark and DS.

Table 5 shows the comparison of the proposed watermarking scheme with [7]. The pro-
posed watermarking scheme capacity is 4104 bits, whereas the capacity of [7] is only 1032
bits.

4.5 Computation time assessment

The computational time of the proposed algorithm compared with the recent works in
terms of time required for watermark embedding, watermark extraction and computation of
MSFs as shown in Table 6. The watermark embedding with proposed method excluding
signature generation and embedding block takes a time of 0.844755 s. If signature gener-
ation and embedding blocks included for the watermark embedding, the time taken for it
increased to 0.9432 s. Similarly, for watermark extraction using the proposed method when
signature extraction and B-test excluded is 0.141584 s. If signature extraction and B-test
with GHMs considered, it increases to 0.14378 s. On the other hand for the same condi-
tions, DCT and SVD by [2] requires 2.197 s for watermark embedding and 0.657322 s
for watermark extraction, whereas RDWT and SVD by [49] requires 2.83538 s for water-
mark embedding and 0.5877322 s for watermark extraction. GA [8], DE with Binomial

Table 6 Comparison of computational time of proposed method with [2] and [49]

Embedding time in sec Extraction time in sec

Including Excluding Including Excluding

signature signature signature signature

generation generation generation generation

Proposed method 0.9432 0.844755 0.14378 0.141584

Ref. [2] – 2.197 – 0.657322

Ref. [49] – 2.83538 – 0.5877322
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Table 7 Comparison of computational time required for calculating MSFs of proposed algorithm with
[2] and [8]

Optimization Number Control Size of Number Convergence

algorithm of parameters initial of time

variables population generations

GA [8] 64 Cr = 0.7, MR = 0.004 150 400 180.22

DE with Binomial 64 F = 0.5, CR = 0.5 50 200 30.22

Cross over [2]

Proposed method 64 F = 0.4, CR = adaptive 50 200 36.44

Cross over [2] and proposed DE-RCO requires 180.22, 30.22 and 36.44 minutes respec-
tively for computation of MSFs shown in Table 7. By this, the computational time of GA
and DE-RCO is more than DE with binomial crossover. In the case of DE with a binomial
crossover as there is no change in the objective function at local minima, the algorithm
stops. The watermarking scheme struck in local minima shows less transparency and robust-
ness compared to the watermarking scheme struck in global minima. On the other hand,
the proposed watermarking scheme with DE-RCO reaches global minima due to its advan-
tages of employing an adaptive crossover operator. All possible trial vectors can generate
by recombining the mutant vector and target vector in 2d search space. Thus the algorithm
has more transparency and robustness than DE with binomial crossover though it requires
more computational time than DE with binomial crossover. The other optimization algo-
rithmGA [8] requires high computational time. The time required for watermark embedding
and extraction of the proposed algorithm is less than the DCT–SVD [2] and RDWT-SVD
[49] based watermarking schemes. Therefore the proposed DE-RCO employing a hybrid
combination of SF and SVD algorithm is highly efficient and secure due to the implemen-
tation of a two-level authentication framework comprising A-test and B-test and, therefore,
can be used as an alternative technique in watermarking.

5 Conclusion and future work

In this work, an improved watermarking scheme based on SF and SVD is designed and
simulated. The false-positive problem and false-negative problem prevented by employ-
ing a 2 level authentication framework consist of A-test and B-test in such a way that
only the authenticated user can extract the watermark. The experimental results demon-
strate that the proposed hashing technique used in B-test is robust to content manipulation.
It also shows a better balance between robustness and discrimination by having high TPR
and low FPR. Further, to test and evaluate imperceptibility of the proposed scheme, 200
samples of medical and standard benchmark images were selected. The proposed water-
marking scheme checked in terms of subjective and objective criteria. Experimental results
show high transparency with the average PSNR of 56.7850 dB for the proposed work, and
robustness increased due to the implementation of optimization algorithm DE-RCO. The
time required for the watermark, signature embedding, and the time needed for watermark
extraction and the computation of MSFs for the proposed watermarking algorithm is less
than DCT-SVD and RDWT-SVD. So the proposed algorithm can be used as an alterna-
tive to DCT-SVD and RDWT-SVD. Watermarking has a broad spectrum of applications
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such as medical watermarking in Tele-Medicine, 3D model watermarking, watermarking
in cloud computing, multi-core environment, bio-metric watermarking, watermarking using
a mobile device for securing online social networks contents. There are broad challenges
in watermarking such as obtaining optimum trade-off between robustness, imperceptibil-
ity, capacity, security, and computational complexity simultaneously. The techniques that
need to be focussed soon to realize the challenges in watermarking are scalable techniques
for visual contents, Multi-layer watermarking methods to reduce computational time, and
Quantum watermarking techniques to enhance transparency.
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