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Abstract
Robust invisible watermarking plays an important role in copyright protection. Such
watermarking has high requirements for robustness and security, and transparency and capac-
ity cannot be ignored. Although there are many algorithms using singular value decomposi-
tion, most algorithms do not take security and reliability into account. Moreover, a meaningful
watermark cannot be extracted under some attacks, resulting in the failure of copyright
protection. In this paper, combined with particle swarm optimization (PSO), a secure and
robust dual-embedded watermarking algorithm is proposed. First, the watermark image is
encrypted by the generalized Arnold transform, then the original host image and the encrypted
watermark image are processed by discrete cosine transform and multi-level discrete wavelet
transform, and the singular values of the watermark image are embedded into the low-
frequency and high-frequency regions of the host image, respectively. In addition, the embed-
ding factor matrices are optimized by PSO. The simulation results based on the normal and
medical host and watermark images show that the algorithm can meet the four basic charac-
teristics of the watermarking algorithm. Moreover, the proposed watermarking algorithm has
high capacity and good robustness, and can extract watermark with good visual effect under
most attacks, so it can be used in copyright protection.

Keywords Image watermarking . Particle swarm optimization . Generalized Arnold transform .

Discrete cosine transform . Discrete wavelet transform . Singular value decomposition

1 Introduction

With the development of Internet technology, we can obtain data resources more conveniently
and quickly [15, 21]. But at the same time, there is a problem of copyright ownership [32]. The
emergence of information hiding technology provides an effective way to solve copyright

Multimedia Tools and Applications
https://doi.org/10.1007/s11042-019-07902-9

* Lina Zhang
linazhang2017@126.com

1 School of Mathematics and Statistics, Xidian University, Xi’an 710126 Shaanxi, China

http://crossmark.crossref.org/dialog/?doi=10.1007/s11042-019-07902-9&domain=pdf
http://orcid.org/0000-0002-5529-7118
mailto:linazhang2017@126.com


problems [46]. In recent years, digital watermarking technology has received more and more
attention, and many watermarking algorithms have been proposed [2, 7, 8, 13, 16, 26, 32, 40,
46]. Digital watermarking is to embed the watermark that represents copyright information
into the digital work without reducing its quality. When copyright disputes arise, the water-
mark is extracted to verify copyright.

According to the hidden position of the watermark, the watermarking algorithm is divided
into two categories: spatial domain and transform domain [40]. Although the spatial domain
algorithm is simple, its robustness is poor, while the transform domain watermarking has
strong robustness [1]. Therefore, transform domain watermarking is the main research trend,
and robust watermarking for copyright protection and fragile watermarking for image authen-
tication are the focus of most current research. Discrete wavelet transform (DWT) and discrete
cosine transform (DCT), as well as discrete Fourier transform (DFT), are the most commonly
used transform methods [22]. The stability of singular value decomposition (SVD) is very
good [38], but the computational requirements are high. Therefore, SVD is usually combined
with the transform domain methods in the watermarking algorithm [5, 14, 24]. Because DCT
has good energy compression capability [23], DWT has the advantages of good robustness and
multi-scale analysis [35], it is common to combine DCTor DWTwith SVD. This paper mainly
studies the robust watermarking for copyright protection, and the four important features of
such watermarking are invisibility, security, robustness and capacity. We aim to improve the
robustness of watermarking algorithm as much as possible under the premise of ensuring
security and meeting invisibility.

In recent years, many watermarking algorithms combining transform domain methods with
SVD have been proposed, especially DWTand DCT [4, 6, 7, 10–12, 16–18, 29–31, 36, 37, 39,
41–45, 47, 48]. There are also many related algorithms [8, 13, 20, 26, 41, 47]. Furqan et al. [8]
proposed applying one-level DWT to the cover image, then performing SVD on each sub-
band and the watermark image, and finally using the singular value of the watermark to modify
the singular value of the four sub-bands in the host image. Different from [8], Nandi et al. [26]
only selected the low-frequency sub-band for the watermark embedding, and optimized the
embedding factor by particle swarm optimization (PSO). In order to improve the security of
the watermarking algorithm, Liu et al. [20] introduced the RSA algorithm to encrypt the
parameters in the process of encrypting the watermark with the logistic map. Then, the host
image was processed with one-level DWT, and the scrambled watermark was added directly to
the singular value of the low frequency sub-band in the host image. Singh et al. [41] proposed
the use of DCTon the basis of DWTand SVD. In this algorithm, the DCT and SVD were used
to process the watermark image and the low-frequency sub-band in the host image, and the
watermark was embedded by adding the singular value of the watermark to the singular value
of the low-frequency region in the host image. In addition, Zear et al. [47] also used DWT,
DCT and SVD in image watermarking. Firstly, the host image was decomposed with three-
level DWT, then DCT and SVD were used to the selected medium sub-band LH1 and the
encrypted watermark. Finally, the singular value of the cover image was modified to embed the
watermark. In watermark extraction, BP neural network was applied to the extracted water-
mark to remove noise and interference and improve its robustness. However, in the algorithm
presented by Hurrah et al. [13], the one-level DWTwas applied directly to the gray image, then
the low-frequency sub-band LL was decomposed into non-overlapping 8*8 blocks, and each
8*8 block was further divided into four 4*4 sub-blocks, and each block was processed by
DCT, then the encrypted watermark bit was embedded by modifying the difference between
the selected two DCT coefficients. Although there are many such algorithms, the SVD-based
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algorithms generally have the false positive problem (FPP). Most of these algorithms do not
take the security and reliability of the algorithm into account, and the algorithms cannot extract
meaningful watermarks under some attacks, which will lead to the failure of copyright
protection. To solve the above problems, we introduce the generalized Arnold transform,
embedding factor matrix, multi-level DWT and double embedding method.

This paper propose a robust hybrid domain image watermarking algorithm based on DCT and
DWT. The main contributions of this paper are as follows: Firstly, compared with the common
Arnold transform, the use of the generalizedArnold transform improves the security of the algorithm
due to the increase of keys. Secondly, the DCTand multi-level DWTare used successively, and the
watermark is embedded into the high-level region of the DWT domain, which improves the
robustness and invisibility of the algorithm. Thirdly, embedding watermark in low-frequency and
high-frequency sub-bands will not increase the running time of the algorithm as choosing all sub-
bands, and it will not have poor robustness like selecting only one sub-band. Fourthly, the use of
embedded factor matrices and PSO greatly improves the robustness of the algorithm, and ensures
the balance between the invisibility and robustness of the algorithm. The comparative analysis also
shows that our algorithm has better robustness than other related algorithms and performs well in
terms of invisibility, security, and watermark capacity.

The novelty of this paper mainly includes the following points:

1) The watermark image is encrypted using the generalized Arnold transform to avoid FPP,
and the security of the proposed watermarking algorithm is improved due to the added
keys.

2) The host image and encrypted watermark image are processed by combining DCT with
multi-level DWT, and the use of multi-level DWT enhances the invisibility of the
algorithm.

3) The watermark is hidden in the low-frequency and high-frequency sub-bands of the third-
level DWT domain of the host image to achieve the double embedding of the watermark,
which greatly improves the robustness of the algorithm.

4) Different embedding factors in the form of diagonal matrix are used in low and high
frequency regions respectively, and they are optimized by PSO to obtain adaptive scale
factor matrices.

This paper is organized as follows. Section 2 gives the theoretical knowledge used in the
algorithm. The proposed watermarking algorithm and the optimization of the embedded factor
matrix are described in detail in Section 3. Section 4 evaluates the algorithm from four aspects:
transparency, security, robustness and capacity, and gives a comparison with the existing
algorithms. The conclusion of this paper is given in the Section 5.

2 Theoretical background

2.1 Generalized Arnold transform (GAT)

The GAT formula for N ×N image matrix can be expressed as:

x0

y0

� �
¼ 1 b

a abþ 1

� �
x
y

� �
mod N ; ð1Þ
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where a and b are parameters, (x, y) and (x', y') are the positions of the pixel points in the
original image and the scrambled image, respectively [48]. The purpose of the GAT is to mess
up the position of the original image.

The inverse transformation formula of GAT can be written as:

x0

y0

� �
¼ abþ 1 −b

−a 1

� �
x
y

� �
mod N : ð2Þ

For a given image, it is scrambled s times using Eq. (1) to get a scrambled image. In order to
reduce the computational complexity, when decrypting the image, this paper uses Eq. (2) to
performs iterations on the scrambled image instead of using the Eq. (1) to perform T − s
iterations, where T is the period of the transform.

2.2 Discrete cosine transform (DCT)

The DCT is the real part of the DFT and has a stronger information concentration capability
than DFT. For most natural images, the DCT can put most of the information on fewer
coefficients, which improves the coding efficiency [9]. Because DCT domain has great
advantages in resisting JPEG compression, it has important applications in digital
watermarking.

For an N ×N image matrix, its two-dimensional DCT can be expressed as [39]:

F u; vð Þ ¼ c uð Þc vð Þ ∑
N−1

i¼0
∑
N−1

j¼0
f i; jð Þcos iþ 0:5ð Þπ

N
u

� �
cos

jþ 0:5ð Þπ
N

v
� �

: ð3Þ

The two-dimensional inverse discrete cosine transform (IDCT) can be defined as:

f i; jð Þ ¼ ∑
N−1

u¼0
∑
N−1

v¼0
c uð Þc vð ÞF u; vð Þcos iþ 0:5ð Þπ

N
u

� �
cos

jþ 0:5ð Þπ
N

v
� �

; ð4Þ

where

c uð Þ ¼

ffiffiffiffiffi
1

N

r
; u ¼ 0ffiffiffiffiffi

2

N

r
; u≠0

; c vð Þ ¼

ffiffiffiffiffi
1

N

r
; v ¼ 0ffiffiffiffiffi

2

N

r
; v≠0

:

8>><
>>:

8>><
>>: ð5Þ

2.3 Discrete wavelet transform (DWT)

The significance of wavelet decomposition lies in the ability to decompose the image matrix at
different scales, and the selection of different scales can be determined according to different images
[13].Due to its goodmulti-resolution analysis, energy compression characteristics, and compatibility
with compression standards, it has good robustness against noise and compression attacks.

Because of its good properties, DWT is widely used in image processing [27]. It can
decompose an image into a low frequency sub-band LL and three high frequency sub-bands

Multimedia Tools and Applications



HL, LH, HH, this process can be repeated for further decomposition [25]. The low frequency
sub-band is the image’s profile coefficient band, which has very good stability and plays an
important role in watermark extraction. The high frequency is the detail sub-band, which
reflects the original image’s edge, outline, texture and other information.

2.4 Singular value decomposition (SVD)

The SVD of M ×N matrix can be described as [16]:

A ¼ USVT ; ð6Þ

where U and V are orthogonal matrices, S = diag (σ1, σ2,⋯, σr, 0,⋯, 0) is the singular value

matrix, σi ¼
ffiffiffiffi
λi

p
i ¼ 1; 2;⋯; rð Þ , and r is the rank of A.

SVD plays an important role in image transformation, especially in digital watermarking
technology. The singular value of the matrix characterizes the distribution characteristics of the
matrix data and has good stability, the slight change of the singular value will not affect the
visual effect of the image [34]. In addition, the SVD has no limitation on the size of the image
matrix.

2.5 Particle swarm optimization (PSO)

The PSO finds the optimal solution by iterating the random solution, which is suitable for
optimization in dynamic and multi-objective optimization environment. In the PSO, the
solution of each optimization problem is initialized into a group of random particles [3], then
all particles are searched in the D-dimensional space, and the fitness function is used to
evaluate the current position. During the process, the particles update their speed based on their
own flying experience and companion’s flying experience [33].

Assuming that there are m particles in the D-dimensional space, the position and velocity of
the i − th particles can be expressed as xi = (xi1, xi2, ..., xiD) and vi = (vi1, vi2, ..., viD), 1 ≤ i ≤m,
1 ≤ d ≤D. The individual extremum searched by the i − th particle and the global extremum
searched by the entire particle swarm are pi = (pi1, pi2, ..., piD) and pgbest = (pg1, pg2, ..., pgD),
respectively. The formula for updating the speed and position of each particle is given below
[19].

The d-dimensional velocity and position update formulas of particle i can be written as:

vkþ1
id ¼ ω kð Þ*vkid þ c1r1 pkid−x

k
id

� �þ c2r2 pkgd−x
k
id

� �
; ð7Þ

xkþ1
id ¼ xkid þ vkþ1

id ; ð8Þ

where vkid and xkid represent the d-dimensional component of the flying velocity and position
vector of the k − th iteration particle i; c1, c2 are learning factors; r1, r2 are random numbers
between 0 and 1 to increase search randomness; w is inertia weight [28].
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3 Proposed scheme

This part mainly shows the proposed algorithm. Section 3.1 describes the embedding steps of
the algorithm in detail. Section 3.2 provides a detailed explanation of the specific extraction
procedure, then the optimization process of the embedding coefficient matrices is given in
Section 3.3.

3.1 Watermark embedding algorithm

In the embedding algorithm, the gray watermark is embedded into the gray host image. Firstly,
GAT is used to encrypt the watermark image, and the embedding process is performed in the
hybrid domain. Then the host image and the watermark image are processed by DCT and
multi-level DWT, and the singular values of the watermark image are embedded into the
singular values of the low-frequency and high-frequency in the mixed domain of the host
image, in which the embedding factor matrix is optimized by PSO to obtain the adaptive
values. The specific steps of the embedding process are given below, and shown more
intuitively in Fig. 1.

Step1: First, DCT is performed on the original host image, then the three-level DWT is
applied to get the third-level sub-bands LL3, HL3, LH3, HH3.

Fig. 1 Watermark embedding process
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Step2: The watermark image is encrypted with GAT, and the second-level sub-bands LLw2,
HLw2, LHw2, HHw2 are obtained by using DCT and two-level DWT to the encrypted
watermark image.

Step3: SVD is performed on the selected sub-bands LL3, HH3 and LLw2 to obtain the singular
value arrays S1, S2 and Sw, respectively, and the left and right singular vectors are saved.

LL3 ¼ U1S1VT
1 ;HH3 ¼ U2S2VT

2 ; LLw2 ¼ UwSwVT
w: ð9Þ

Step4: The Sw of the watermark image is embedded into the S1 and S2 of the host image
respectively, then the double embedding of the watermark is realized by the additive
criterion. In addition, the embedding factor matrices are optimized by the PSO.

Swi ¼ Si þ ki⋅Sw; i ¼ 1; 2; ð10Þ

where (⋅) represents the dot multiplication operator and ki is the matrix form.

Step5: The inverse SVD is carried out on the modified low-frequency and high-frequency
singular value matrices. Combined with other wavelet sub-bands, the three-level
inverse DWT is used to get the image containing watermark information.

Step6: Finally, the image generated in Step5 is processed by inverse DCT, and the
watermarked image is obtained.

The embedding factor matrices ki, the singular value matrices S1, S2 of the host image, the left
and right singular vectors of the watermark image and the other six sub-bands of the DWT, the
parameters a, b and s of the GAT are all saved as keys for watermark extraction.

3.2 Watermark extraction algorithm

Extraction is the inverse of the embedding process. Next, a detailed extraction procedure is
given, and the algorithm flow chart is shown in Fig. 2.

Step1: DCT is applied to the watermarked image that may be attacked, then the three-level
DWT is used to obtain LL31, HL31, LH31, HH31.

Step2: Like the embedding algorithm, LL31 andHH31 are selected for further SVD to get two
singular value matrices SI1, SI2.

Step3: Based on the saved keys, the singular value matrix of the watermark image is
extracted from SI1 and SI2, and inverse SVD is performed. Then, the encrypted
watermark image is extracted by using two-level inverse DWT and IDCT.

Sextwi ¼ SI i−Sið Þ:=ki; i ¼ 1; 2; ð11Þ

where (⋅/) is the dot division operator.

Step4: The watermark images obtained in Step3 is decrypted by GAT to obtain two
watermark images, and the normalized correlation coefficient between the extracted
watermark and the original watermark is calculated. Finally, the watermark with a
larger NC value is taken as the final watermark.
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3.3 Determination of the embedding factor matrices

In this paper, the fitness function used to evaluate the particle position is defined as:

fitness ¼ −
PSNRþ ∑

n

i¼1
NCi

	 

n

; ð12Þ

where PSNR represents the peak signal-to-noise ratio between the watermarked image and the
original image, andNCi represents the correlation coefficient between the watermark which are
extracted from the watermarked image subjected to the i − th attack and the original watermark
image. n represents the total number of different attacks that performed on the watermarked
image in the process of optimizing the embedding factor with PSO. At each iteration, when the
watermark is embedded in the original image, the PSNR value is calculated; and the robustness
of the watermarked image is tested with common attacks, the NC value is calculated.

Based on the formula (12) as fitness function, the PSO is used to obtain the optimal
embedding coefficient matrices. In the PSO optimization process, the number of particles m,
inertia weight w, maximum number of iterations T, and learning factors c1, c2 are set to the
values shown in Table 1. Moreover, Eq. (13) gives the initial values of the low-frequency and
high-frequency embedding factors.

k1 ¼

0:01
0:01

⋱
0:01

0:01

2
66664

3
77775; k2 ¼

0:005
0:005

⋱
0:005

0:005

2
66664

3
77775: ð13Þ

Fig. 2 Watermark extraction process
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4 Experimental results and analysis

This paper simulates on Matlab R2014a under Windows10 system. In this paper, we use two
types of images as host images, namely normal image and medical image. The logo, medical
image and normal image are taken as watermark images. The test images are shown in Fig. 3.
The original host image is 512*512, and the watermark image is 128*128. Then the peak
signal-to-noise ratio (PSNR) and normalized correlation coefficient (NC) are introduced to
evaluate the algorithm [26]. The PSNR is used to measure the quality of the watermarked
image, and NC is used to evaluate the quality of the extracted watermark image. The PSNR
between the two images is defined as follows:

PSNR ¼ 10log10
2552

MSE

	 

; ð14Þ

where

MSE ¼ 1

MN
∑
M−1

i¼0
∑
N−1

j¼0
I i; jð Þ−Iw i; jð Þð Þ2: ð15Þ

a b c d

e f g h

i j k
Fig. 3 Original host image and watermark image. a-h: Host image: Lena, Barbara, Goldhill, Boat, Girl, House,
CT, MRI. i-k: Watermark image: Logo (W1), Brain (W2), Cameraman (W3)

Table 1 Parameter settings for op-
timizing the embedding factors with
PSO

Parameter m w T c1 c2

Value 50 0.7 100 2 2
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The NC of the two images can be written as:

NC ¼
∑
M−1

i¼0
∑
N−1

j¼0
W i; jð ÞWr i; jð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
M−1

i¼0
∑
N−1

j¼0
W2 i; jð Þ

s ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
M−1

i¼0
∑
N−1

j¼0
W2

r i; jð Þ
s : ð16Þ

This section mainly analyses the performance of the proposed algorithm, and evaluates the
algorithm from four aspects: invisibility, security, robustness and capacity, then compares it
with the related algorithms. Section 4.1 verifies the proposed scheme based on different host
images and watermark images. Our scheme is compared with the existing algorithms based on
the above mentioned aspects, and the results are given in Section 4.2. The host images and
watermark images used in this part are shown in Fig. 3.

4.1 Algorithm performance analysis

4.1.1 Invisibility analysis

This part discusses the transparency of the proposed algorithm and measures the invisibility by
the PSNR. First, the watermark images are embedded into different host images according to
the embedding algorithm in Section 3.1, and the corresponding PSNR is calculated. The
results are given in Table 2. The PSNR is an objective criterion for measuring image distortion.
When the PSNR between the two images are larger, the more similar they are. The general
benchmark is 30 dB, and the image degradation with PSNR below 30 dB is more obvious. In
general, when PSNR is greater than 30 dB, the image quality is good, and the human eye
cannot effectively detect the changes in the image. Therefore, the watermarking algorithm is
invisible at this time. As shown in Table 2, the PSNR between the watermarked image and the
original host image is about 45 dB in each case, which indicates that the algorithm has better
invisibility. Because we use different types of test images and watermark images, the conclu-
sion is universal. From the results, we can see that the proposed scheme can meet the
invisibility requirement of the watermarking algorithm.

4.1.2 Security analysis

The encryption algorithm in this paper has three keys. In order to verify the security of the proposed
algorithm, we assume that only one of the keys is incorrect at a time, and the other two are correct.
Then we extract the watermark from the watermarked image according to the extraction algorithm
in Section 3.2. This part takes the Lena watermarked image that embeds watermark W1 as an
example, and the result is shown in Fig. 4. In the process of watermark extraction, when the first and
second parameters of the GAT are respectively incorrect, the extracted watermarks are shown in

Table 2 The PSNR value of the proposed algorithm based on different images

Watermark Lena Barbara Goldhill Boat Girl House CT MRI

W1 44.5125 44.5182 43.9023 44.3900 44.2394 44.3835 46.9532 46.2999
W2 48.9906 46.9183 47.7360 48.1480 47.0857 46.9267 47.7372 47.3925
W3 45.2629 44.8512 44.5604 44.6076 44.4504 44.6136 44.4375 44.6074
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Fig. 4a,b. If the wrong number of scrambling is used, the extracted watermark is given in Fig. 4c.
And Fig. 4d gives the extracted watermark using the correct keys. Obviously, when more than one
key is incorrect, the extracted watermark will be even worse. From Fig. 4, it can be concluded that
the algorithm proposed in this paper is secure. The correct and recognizable watermark can be
extracted only when all keys are correct, otherwise, the extracted image is a noise-like image. This
shows that the proposed scheme has high security.

4.1.3 Robustness analysis

In this section, we test the robustness of the proposed method by applying various attacks to
the watermarked image. Different attacks are applied to the watermarked images embedded
with different watermarks, then the watermarks are extracted from them. The NC between the
extracted watermark and the original watermark is obtained, and the NC values are shown in
Tables 3 and 4. If the NC is closer to 1, the algorithm has stronger ability to resist such attacks.
Otherwise, the robustness is weak. It can be seen from Tables 3 and 4 that the algorithm shows
strong robustness in most attacks by testing different images. Especially in JPEG compression
and various cropping attacks, the algorithm shows greater resistance. Although the NC value
of the extracted watermark is not very high when the image is sharpened, it can still be
recognized. There are some differences in robustness between different images, but in general,
our algorithm has good robustness. In addition, Fig. 5 shows the Lena watermarked image that
was attacked and the watermark extracted from it. As can be seen from Fig. 5, even if the
image has been severely degraded, a clear watermark can be extracted from it. According to
the above analysis, our algorithm achieves the robustness requirement of the watermarking,
and the clear and recognizable watermark can be extracted in most attacks.

4.1.4 Capacity analysis

For the 512*512 host image, the size of the third-level sub-band is 64*64 after three-level
DWT, and the watermark image is embedded in the third-level sub-band of the host image. In
the embedding process, the two-level DWT is used for the watermark image, so the maximum
embeddable watermark size is 256*256. The capacity of the watermarking algorithm is
measured by the ratio of the number of pixels of the watermark to the number of pixels in
the host image. Therefore, the capacity of our algorithm is (256*256)/(512*512) = 0.25, which
indicates that the scheme has high capacity.

4.2 Comparative analysis

In this part, we use Lena as the host image and W1 as the watermark image, and compare the
algorithm in this paper with the existing schemes [8, 13, 20, 26, 41, 47] according to the four
characteristics of the watermarking algorithm.

a b c d
Fig. 4 Security analysis of the proposed algorithm
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Attack type Damaged watermarked image Extracted watermark Attack type Damaged watermarked image Extracted watermark

No attack

NC=1

Rectangular 

cropping

(50 pixels 

per side) NC=0.9879

JPEG 

compression

(QF=10)
NC=0.9997

Crop 1/4 in 

the center

NC=0.9931

Rotate 45 

degrees

NC=0.9805

Crop 1/4 in 

the upper 

left corner
NC=0.9702

Gaussian 

low pass 

filter 9*9
NC=0.9998

Crop 1/4 in 

the lower 

left corner
NC=0.9758

Crop 1/4 in 

the lower 

right corner
NC=0.9968

Crop 1/4 in 

the upper 

right corner
NC=0.9742

Rescaling 

(0.125,8)

NC=0.9976

Circular

cropping

NC=0.9775

Sharpen

NC=0.9617

Randomly 

delete 100 

rows and 

100 

columns
NC=0.9812

Gamma 

correction 

0.9
NC=0.9898

Wiener 

filtering 9*9

NC=0.9981

Speckle 

noise 0.01

NC=0.9782

Motion blur 

(45, 45)

NC=0.9969

Median 

filtering 9*9

NC=0.9980

Salt &

pepper noise 

0.01

NC=0.9881

Average

filtering 9*9

NC=0.9969

Gaussian

noise 0.01

NC=0.9711

Fig. 5 Degraded Lena watermarked image and the extracted watermark
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4.2.1 Invisibility comparison

The watermark W1 is embedded into the Lena image by the algorithm [8, 13, 20, 26, 41, 47]
and the proposed scheme, respectively, and the corresponding watermarked image is obtained.
The PSNR between the watermarked image and the original host image is calculated, and the
result is given in Table 5. It can be concluded from Table 5 that the PSNR of the proposed
algorithm is slightly different from that of [26], but it is higher than Furqan et al. [8], Hurrah
et al. [13], Zear et al. [47], Singh et al. [41] and Liu et al. [20]. This indicates that our algorithm
has advantages in terms of transparency.

4.2.2 Security comparison

Furqan et al. [8] directly applied SVD to the watermark image, which not only has low security, but
also has the FPP. Because the singular value of the watermark image was embedded in the singular
value of the host image. Like Furqan et al. [8], Nandi et al. [26] directly performed SVD on the
watermark image, so it has the same security problems as Furqan et al. [8]. Moreover, Singh et al.
[41] usedDCT to process the watermark image before SVD, but still did not encrypt the watermark,
and embedded the singular value of the watermark into the singular value of the host image, there
are the same security problems as [8, 26]. Zear et al. [47] encrypted the watermark with the
commonly used narrowArnold transformbefore applyingDCTand SVDon it, so therewas no FPP
in this algorithm. In this case, the encryption algorithm has only one key, namely the number of
scrambling, so the security of the algorithm is low. In the scheme presented by Liu et al. [20], the
watermark imagewas first encrypted by logisticmapping. Then, the parameter pairs x(0) and uwere
further encrypted by RSA to obtain ciphertext, which enhanced the security of the watermark.
Because the watermark image was encrypted before the use of the SVD, this algorithm avoids the
FPP. Hurrah et al. [13] first encrypted the binary watermark image with the Arnold transform, then
encrypted the obtained image again with 32-bit key. There is no FPP in this algorithm.

In this paper, we use the GAT to encrypt the watermark image, the encryption algorithm has
three keys: parameters a, b and scrambling times s. The security of this algorithm is analyzed
in Section 4.1.2, it can be found that only one key is not correct, it is impossible to recover the
distinguishable watermark.

4.2.3 Robust contrast

In this part, the proposed algorithm is compared with the existing algorithms based on robustness.
The watermark W1 is embedded into the Lena image according to the schemes [8, 13, 20, 26, 41,
47] and our algorithm, respectively. Then these Lena watermarked images are subjected to different
degradation processing. Finally, thewatermarks are extracted from them, and the correspondingNC
values are given in Table 6. As shown in Table 6, under all 21 attacks, there are six cases inwhich no
meaningful watermark can be extracted from the scheme [26], four cases in scheme [47], two cases

Table 5 Transparency comparison of the algorithms based on PSNR value

Scheme
metrics

Furqan et al.
[8]

Nandi et al.
[26]

Hurrah et al.
[13]

Zear et al.
[47]

Singh et al.
[41]

Liu et al.
[20]

Proposed
method

PSNR (dB) 32.9505 44.8564 40.12 38.7100 34.9145 42.4657 44.5125
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in scheme [8], and one case in scheme [41] and [20]. However, our proposed scheme and scheme
[13] can extract meaningful and identifiable watermark in each case. [13] is weaker under the
attacks of rotation, scaling, median filtering, and average filtering. The robustness of [20] is not very
good, especially in rotation, scaling, average filtering, center cropping, etc. [41] has poor perfor-
mance in motion blur, average filtering and sharpening, and NC is less than 0.9. When the
watermarked image is corrected with a gamma value of 0.9, a meaningless watermark can be
extracted. Although [47] has slight advantages in sharpening and gamma correction, it cannot
extract the effective watermark under four attacks: JPEG compression with factor 10, center
cropping, right-upper corner cropping and random deletion. Moreover, when the watermarked
image is subjected to 45 degree rotation, scaling, median filtering and average filtering, etc., the
extractedwatermark has anNCvalue lower than 0.4. In six cases, such as rectangle cropping, center
cropping and random deletion and so on, the watermark extracted in [26] is invalid, but in the other
15 cases, the NC is greater than 0.9. In the eight cases of rotation, scaling, median filtering and
rectangular cropping, etc., the NC of the watermark extracted by [8] is very low, with a minimum of
0.46. And this algorithm cannot provide copyright protection when the watermarked image suffers
from the lower left corner cropping and motion blur.

Compared with the existing algorithms, the proposed algorithm has obvious advantages in
JPEG compression, scaling, cropping, Gaussian filtering, median filtering, average filtering
and wiener filtering. Because embedding the watermark information in DCT domain can
effectively resist lossy compression, filtering and other image processing attacks. Moreover, if
the watermark is embedded in the low frequency of the DWT domain, the algorithm is robust
to blur attack, rescaling, and JPEG compression, while embedding the watermark in the high
frequency region is robust to attacks such as noise and cropping. In addition, the robustness of
high-level region in DWT domain is higher than that of low-level region. In this paper, the
DCT and multi-level DWT are combined to process the host image and the watermark image,
and the low-frequency and high-frequency regions are selected for embedding the watermark,
which improves the robustness of the algorithm. In addition, the embedding factor matrix is
used to replace the embedding factor, and PSO is used to optimize the matrix, which also
contributes a lot to the robustness of the algorithm.

4.2.4 Capacity comparison

For the 512*512 host image, Furqan et al. [8] used one-level DWT, then applied SVDdirectly to the
watermark image, and embedded the singular value of the watermark into the singular value of the
four first-level sub-bands of the host image. Therefore, the capacity is 0.25. Unlike Furqan et al. [8],
Nandi et al. [26] only embedded the watermark into the first-level low-frequency sub-band of the
host image, and the capacity is 0.25 as in Furqan et al. [8]. In Singh et al. [41], one-level DWTwas
applied to the host image, and the low-frequency sub-band was taken to further perform DCT, then
the DCTwas directly applied to the watermark image. Finally, the singular value of the watermark
was embedded into the singular value of the host image, and the capacity is also 0.25. In the scheme
presented by Zear et al. [47], three-level DWTwas applied to the 512*512 host image. The size of
the first-level sub-band was 256*256, they chose the medium sub-band LH1 for watermark
embedding, and directly performed DCT on the encrypted watermark image, so the capacity of
their algorithm is 0.25. In Liu et al. [20], the one-level DWTwas applied to 512*512 host image,
and the size of the first-level sub-band was 256*256. The encrypted watermark was directly added
to the singular value of the first-level low-frequency sub-band, so the capacity of this algorithm is
(256*256)/(512*512) = 0.25. Hurrah et al. [13] performed one-level DWTon 512*512 gray image,
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then decomposed the low frequency sub-band LL into 32*32 non-overlapping 8*8 blocks, and
further divided each 8*8 block into four 4*4 sub-blocks. Therefore, the maximum embeddable
watermark bit is 32*32*4 = 64*64, the algorithm’s capacity is (64*64)/(512*512) = 0.015625.

The capacity comparison results are shown in Table 7. As shown in Section 4.1.4, the
capacity of our algorithm is 0.25. Based on the above analysis and Table 7, we can see that
other related algorithms other than [13] have the same capacity as the proposed algorithm.
However, the capacity of [13] is about 0.015, and our algorithm is 16 times larger.

5 Conclusions

In this paper, a dual-embedded hybrid domain image watermarking algorithm based on PSO is
proposed. Combining the DCT with DWT, the encrypted watermark and host images are
processed by DCT, and the DCT coefficients are decomposed by multi-level wavelet transform.
The watermark image is encrypted by the GAT, and the added keys improves the security of the
algorithm. Moreover, embedding the watermark in high frequency and low frequency enhances
the robustness of the algorithm against attacks. In addition, compared with a single embedding
factor, the embedding matrices has more advantages and contributes greatly to the improvement
of robustness. Furthermore, the optimization with PSO better balances the relationship between
robustness and invisibility. Experiments show that the proposed algorithm satisfies the require-
ments of robust watermarking in four aspects: invisibility, security, robustness and capacity.
Compared with the existing related watermarking algorithms, the proposed algorithm has good
invisibility and security, and shows advantages in robustness. The robustness of this algorithm is
improved under the condition of meeting the invisibility and security requirements.

There are four main research directions in the future: (1) The algorithm can be extended for
the copyright protection of color image, as well as audio and video. (2) Our second consid-
eration is to enhance the security of the watermarking algorithm. A more secure encryption
scheme can be designed by combining GAT with other methods. (3) In order to increase the
watermark capacity of the algorithm, the host image can be processed with redundant wavelet
transform. (4) The singular values of the host image and the watermark image can be obtained
by the block SVD, which can improve the robustness of the watermarking algorithm.
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