
  
Abstract — Difference between Hausdorff fractal 

dimensions of phonemes gave us a motivation to use this 
feature as input of a statistical Bayesian classification system 
and a nearest neighborhood (NN) classifier for speech 
waveform recognition. We divide phoneme waveforms to 
adjacent segments and calculate Hausdorff fractal dimension 
of each segment and using them as the input of a 
Bayesian/Nearest Neighborhood classifier. The power point 
of algorithm is in consideration of order of samples 
information in contrast of other non-supervised feature 
extraction algorithms.  

Keywords — Classification, Feature extraction, Fractal 
dimension, Phoneme, Speech recognition. 

I. INTRODUCTION 
Classification of Audio signals has many applications in 

a variety of research fields such as broadcast browsing, 
audio content analysis, and information retrieval.  
Although speech processing has been developed for many 
years, it still suffers from some problems like human and 
environmental factors. In different areas like speaker 
identification, phoneme recognition, speech coding and 
many other domains various speech models are used to 
obtain the parameters required for audio signal analysis. 
The coefficients of the linear predictive coder (LPC), 
cepstral coefficients and formant energies are some widely 
used parameters [1]. Also a fractal theory based approach 
is used by some researchers [2]-[4]. Fractal geometry 
could be applied successfully to some problems involving 
complex natural shapes like speech waveforms [5]. Speech 
waveforms are two dimensional open curves which have 
sever fluctuations and seem very crumple. If amplitude 
fluctuations are viewed as irregularities, the fractal 
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dimension of the signal is a measure of this irregularity 
[6].The main argument is that if fractals can effectively 
model chaotic nature of phenomena and if speech is a 
natural chaotic phenomenon, then fractals should be a 
promising model for speech [7]. Phonemes, the basic parts 
of human speech, show a high degree of repetition and 
from a fractal point of view, this high degree of repetition 
could be view as self-similarity and frequency content is 
the roughness, which is measured by the Fractal 
Dimension [8]. Boshoff  and Grotepass determined 
dimension of fricative speech sounds using Hurst's 
rescaled range analysis and showed that voiced fricatives 
tend to have a lower dimension than their unvoiced 
counterparts and this fact was used as a criterion for 
making the voiced/unvoiced decision in recognition of 
fricatives, and generating balanced LPC code book 
samples to match all fricatives[5]. Langi presented 
consonant characterization using correlation fractal 
dimension [9],[10]. Fractal Dimension of the speech 
signals and eigenvalue of the co-variance matrix of the IFS 
parameters a,c,d, appears effective in phoneme 
recognition. Erik  and Bohez presented a speech 
recognition method based on two-level Clustering using 
these features[8]. Bohez and Van Winden used fractal 
dimension of speech waveform and the IFS parameters 
that represent the waveform as the parameters for 
recognition [6]. Personal authentication for speaker 
recognition based on Mel-scale spectral dimension and 
Mel Frequency Cepstral Coefficients (MFCC) or Multi-
Scale Fractal Dimension (MFD) were presented in 
[11],[12]. Petry, and Barone obtained a speaker 
identification system based on Bhattacharya distance, 
which combines LP derived cepstral coefficients, with 
fractal dimension [13]. Fractal dimension and fractal 
complexity are presented as feature space effective 
compensations for speaker gender identification [14]. To 
improve the low recognition rate of speaker-independent 
recognition in intelligent robot, a kind of endpoint 
detection algorithm with double threshold is planned and 
the speech endpoint can be detected accurately using the 
mixed parameter of (MFCC) and fractal dimension as 
feature parameters, and the intelligent robot command-
word recognition system is realized based on Hidden 
Markov Models [15]. In [16] MC fractal dimensions 
applied to represent the stress features in speech signals 
and a stressed syllable labeling approach based on it. Also 
fractal-based approach for speech segmentation is 
introduced by [2]-[4].  

  In this paper we introduce a new way of application 
of fractal dimension to classify phonemes. The method 
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uses a vector whose elements are fractal dimensions of 
adjacent time segments of each phoneme waveform. This 
feature vector is given to a Bayesian classifier. Fig.1 
shows the block diagram, which is self-explanatory. So 
this algorithm is used not only for purpose of dimension 
reduction, but also for discriminating and classifying 
phonemes. 

 
 
 
 
 
 
 
Fig. 1.  Block Diagram of an Audio Signal Classification 

System 
 
   In section II, we introduce the definition of fractal 
dimension and different methods to calculate it. In section 
III, we explain our audio signal features, classification 
method based on Bayes classifier and the experimental 
results of the speech recognition. And section IV finalizes 
this paper with conclusion and future works. 

II. FRACTAL  DIMENSION 
Fractal Dimension (FD) provides a way to describe and 

analyze the geometry of linear figures. There are different 
definitions such as Box dimension, Entropy dimension, 
Similarity dimension and Hausdorff dimension for 
dimension of a fractal. Taylor’s definition says fractal is a 
set that its Box dimension is equal to its Hausdorff 
dimension and is greater than its topologic dimension. For 
such set all above dimensions are equal [17]. FD could be 
calculated by a number of methods like Variance method, 
spectral method and morphological covering method. In 
this study, FD of speech waveforms (especially phonemes) 
has been obtained making use of Hausdorff metric. The 
Hausdorff dimension (Dh) of a set in a metric space is 
given by: 

 
(1) 

 
Where N( ) is total number of  radius  open balls we 

need to cover the set. In case of a line of length L 
consisting of segments of length 2  each, there will be 
N( ) =L/(2 ) segments in the line. Thus, (1) will be 
changed to: 

 
 
 
 

 (2) 
  
 
 

In this study, the 
waveform of each phoneme, a planar curve in a space, was 
considered as the metric space. Then the waveform was 
scaled linearly into a normalized space, to map the original 
waveform into an equivalent metric space. The first 
scaling normalizes sample number of every point in the 
abscissa as: 

max
* / xxx ii =                                       (3) 

 
The second scaling normalizes the ordinate as: 

)/()( minmaxmin
* yyyyy ii −−=                 (4) 

Where yi is value of the i’th time sample of waveform and 
ymin and ymax are the minimum and maximum values of the 
sample values respectively, of the considered phoneme 
over the entire time duration. These two linear scaling map 
the N values of the waveform into another space that 
belongs to a unit square. This unit square may be 
visualized as covered by a net of N(sample number) × N 
(sample value) cells. Each of them contains one point of 
the scaled waveform. Calculating L of the scaled 
waveform and taking  = 1/(2 × N ) [where N  (the number 
of segments) = N – 1], Equation(2) becomes: 
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Therefore, the fractal feature: 
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The approximation to D expressed in (5), improves as N  

. 
   In TABLE 1 you can observe some statistical 

parameters (mean, variance, maximum and minimum 
values) of Hausdorff fractal dimension of some phonemes. 
These phonemes are selected by chance just for avoiding 
long size of this paper. Fig.2 demonstrates frequency 
polygons of fractal dimension of same phonemes. 
Difference between fractal dimension statistics of 
phonemes gave us a motivation to expand and improve the 
way of FD utilization in speech recognition. In the next 
section we propose a technique which use a number of 
FD’s corresponding to adjacent temporal parts of phoneme 
waveforms to distinguish them better. 

 
TABLE 1: STATISTICAL SPECIFICATIONS FOR FD OF SOME PHONEMES 
Phoneme Mean Variance Maximum Minimum 

1.5926 0.0003 1.6608 1.5568 
l 1.6253 0.0007 1.6737 1.5247 

1.6103 0.0005 1.6403 1.5157 
1.5749 0.0014 1.6434 1.4532 
1.5741 0.0049 1.6436 1.4109 

t 1.5260 0.0006 1.5683 1.4506 

)ln(
)](ln[lim

0 ε
ε

ε

NDh
−=

→

]
)ln(
)ln(1[lim

]
)ln(

)2ln()ln(1[lim

]
)ln(

)2ln()ln([lim

0

0

0

ε

ε

ε
ε

ε

ε

ε

L

L

LDh

−=

−−=

+−=

→

→

→

Audio 
signal Feature Extraction Classifier 

Class 
Label 

Statistical Models 

749



 

1.4 1.45 1.5 1.55 1.6 1.65 1.7 1.75
0

5

10

15

20

25

values of fractal Dim

F
re

qu
en

cy

 

 

class1

class2

class3
class4

class5

class6

 
Fig. 2. Frequency Polygon of FD for Phonemes in TABLE 1 

III. DATA BASE AND EXPERIMENT RESULTS  
Based on   reference [18]   we   selected   50   different 

pronunciations of every 46 English phonemes produced by 
a specific person as our initial waveforms. Then we 
sampled these analog waveforms using 8kb/s sample rate. 
Fig. 3 demonstrates sampled waveform corresponding to 
phoneme ‘a’ as “ago” as an example. All signals were 
down sampled to 1200 samples by keeping samples 
greater 
than 5% of maximum waveform amplitude. These vectors 
which have dimensions equal to 1200 were considered as 
initial feature vectors in Fig.1. Our proposed feature 
extraction method concludes dividing these samples to ‘n’, 
almost, equal length adjacent segments and calculating 
Hausdorff FD of each segment by using the algorithm 
mentioned in previous section.  After that, we formed new 
feature vectors containing ‘n’ calculated FD. To have 
better performance for lower dimensions we calculated 
principle components of these new features and applied 
them to our classifiers and then we compared it to results 
gotten from applying principle components of original 
data straightly.  
This new feature vector is considered as the input of a two 
different classifier; a Bayesian classifier and a nearest 
neighborhood classifier. For Bayesian classifier, statistical 
models of each 46 class were considered as Gaussian 
probability density functions.  Their parameters, mean and 
covariance matrix, were estimated by using 40 training 
samples for each class. The other 10 data points dependent 
of each phoneme were considered as test points. 
For statistical classifier we used Mahalanobis distance as 
shown in Fig.4. For both plans, performance of classifiers 
using these fractal features is compared to result of using 
Principle Component Analysis (PCA) as a basic feature 
reduction technique which removes linear dependence of 
data dimensions. Regarding to initial dimension of 1200, 
the effective dimension of principle components of data 
which contains 95% energy of signal was about 470, 
although due to limitation of training data to 40 data points 
for each class and to avoid singular covariance matrix in 
Mahalanobis distance, we selected the first ‘n’ principle 
components of data points, ‘n’ varies from 1 to 39 In 
statistical classifier for PCA features. The number of 
fractal features varied from 1 to 61, where the effective 
dimension reached to 39. 

 

 
Fig.3. Speech Waveform of Phoneme ‘a’ (as ago) Sampled by 8 

kb/s Sample Rate 
 

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 4. Block Diagram of a Bayesian Classification System 

Based  
 

Fig.5 illustrates Correct Classification Rate (CCR) for 
various executions of the proposed algorithm.  It could be 
seen that performance of FD features are so much better 
than PCA performance for equal or some higher 
dimensions. The main reason for such better performance 
is that in classical feature reduction methods, the method is 
not sensitive to location of elements in original feature 
vector. In other word methods like PCA do not regard to 
ordinance of features and if you for example exchange 2nd 
and 4th elements of all data points, principle components 
don’t change. Where in our application, the samples in 
measured vector of phoneme are members of a time sequel 
and by the proposed method, the effect of reposition would 
be considered. 

In another experiment we applied Nearest 
Neighborhood (NN) classifier to examine and compare the 
power of FD features to PCA features, using Euclidean 
distance. As you see in Fig. 6 the performance of PCA 
features is not absolutely comparable to FD features. It 
should be mentioned that CCR of this classifier 
dramatically decrease as the number of features increase 
more than 15. 

IV. CONCLUSION  
Different parameters like pitch, cepstral coefficients, and 

formant energies are used for speech recognition. Fractal 
nature  of  speech  waveforms  gives us a  motivation   for  

Mahalanobis 
distance

 
 
 
Minimum 
Selector Mahalanobis 

distance

Mahalanobis 
distance 

••• 

••• 

m2 

C2 

mn 

Cn 

Class 

x 

750



 

0 5 10 15 20 25 30 35 40
0

10

20

30

40

50

60

70

80

90

C
C

R
(C

or
re

ct
 C

la
ss

ifi
ca

tio
n 

R
at

e)

n(number of dimensions)

 

 

PCA

FD

 
Fig. 5. Correct Classification Rate (CCR) vs. Number of 

Dimensions for Statistical Classifier-(original data size is 1200) 
 
applying fractal dimension properties of them for this 
purpose. A fast and simple algorithm was  suggested  that 
exploit a vector whose elements are Hausdorff FD of 
adjacent temporal parts of phonemes waveforms as input 
of a statistical classifier based on Bayesian theory using 
Gaussian probability density function model and 
Mahalanobis distance, or a NN classifier to classify 
phonemes. The advantages of algorithm are in 
consideration of order of samples in a feature vector and in 
low computation cost of FD calculation. The results show 
that the method has an acceptable performance specially 
for reducing dimension of data from 1200(or higher) to 
near 40(or less) especially for low training data number. 
So the algorithm is used not only for purpose of dimension 
reduction, but also for producing good discriminative 
features to classify phonemes. Further research is ongoing 
to use a Gaussian mixture density model for classes 
statistics and also merging FD  to classic features like 
pitch, cepstral coefficients, and formant energies in feature 
level or in decision level.  
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